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Abstract—For decades, agriculture has been an essential food source. According to related statics, over 60% of the total earth population mainly depend on agriculture's sources for their primary feed. Unfortunately, one of the disaster problems that affect badly on agriculture production is plant diseases. There are about 25% of agriculture production lost annually because of plant diseases. Late and Early Blight diseases are one of the most destructive diseases that infect potato crop. Although, the late and inaccurate detection of plant diseases increases the losing percentage for the crop. The main approach of our proposed system is to detect early the plant diseases to decrease the plant’s production losses by using a diagnosis and detection system based on the Convolution Neural Network (CNN). We used CNN to extract the diseases features from the input images of the supported training dataset for classification purposes. For model training, 1700 of potato leaf images were used, then the testing process is done by using approximately 300 images and 100 images for fine tuning and parameters calibration against any biased data. Our proposed CNN architecture archives 98.2% accuracy, which is higher compared with other approaches run on the same dataset.
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I. INTRODUCTION

A plant disease is the change that affects or modifies its vital functions. It is mainly caused by bacteria, fungi, microscopic animals or viruses, and has a strong impact on agricultural yields. The main objective from the proposed system is to help in solving one of the most significant problems that face Egypt’s economy and cause environmental problems. As the world depends on agriculture before any evaluation until now, there are around 60% of the earth’s population depends on agriculture as the primary source of food. According to Food and Agriculture Organization (FAO), the world population is on continuous growth, the food source from agriculture must also increase 70% to cover this increase. However, there are about 25% of agriculture production losses due to the plant diseases that harm the different crops, and this percentage is equivalent to the food consumption of 600 million people. Leaf diseases in plants cause most of the food production and economic losses. Potato is one of the important crops locally (in Egypt) and globally as it used for local consumption and exportation. There are around 8961 thousand acres planted, 215 thousand acres of it cultivated with potato, producing around 2.2 million tons of potato with average 11.3 tons per acre, which makes Egypt as the largest potato producer in Africa [2]. However, that is not enough for future population need according to [3] the Egyptian consumption of potatoes increasing to 115.3% within the last 13 years. One of the proposed solutions to control this production loss was to detect the disease that infects the plant at early stages and learn how to stop or avoid them. There are different reasons behind this loss in crops as the absence of enough knowledge about plant diseases and human errors or limitation for diseases diagnosing. Controlling and early detecting will reduce crops losses. Most of potato diseases have visual symptoms and sensitive to environmental changes. One of the most common potato diseases is Early Bligh (EB) and Late Blight (LB), which have visual symptoms. The traditional way used to detect and diagnose plant disease is using eye observation by experts, which is not very accurate, expensive, and need a long time for a large area [4]. There are a variety of other approaches used for automatic detection of plants leaf diseases. Some of them used the basic machine learning techniques with image processing, while others used the deep learning techniques for object detection tasks. In [5], a multi-layer perceptron method was utilized for automatic detecting of three of Phalaenopsis or orchids diseases, and the achieved results for classification is 89.6 %. Early detection of plant disease symptoms is one of the main challenges in protecting crops and increase its productivity. Automatic recognition of plant diseases by image processing represents a promising solution to overcome this problem and reduce the lack of expertise in this field [5]. Deep Learning techniques, including Convolutional Neural Networks (CNN), have emerged as one of the most promising approaches given their ability to learn reliable visual characteristics and features from the image itself, the thing that help in detecting specific symptoms in the plan disease like those appear in the potato Early Blight and Late Blight.

II. LITERATURE REVIEW

In [6] Support vector machine (SVM) method was used for brown and angular leaf spot diseases which threaten cucumber plants, and 83.3% was the accuracy achieved. The authors in [7] utilized Artificial neural networks (ANN) for classification, with K-means for clustering tasks to detect and classify leaves diseases, the resulted classification accuracy is 94.67%. However, most of these approaches based on the feature extractions techniques, which achieved limited accuracy than others, and customized feature extraction techniques need to reconfigure if the plant type changes or the disease change. Recently, Convolutional Neural Network (CNN) achieved significant better results in computer vision tasks, like image classification and object detection. CNN is a multi-layer and a feed-forward neural network with one or more convolutional layer followed with fully connected layers.
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One of the attractive features of CNNs is that it can automatically extracts features from images for classification purposes through the learning process. Although all these advancements in the disease’s detection, accuracy, scalability and operability remain as challenges for wider solutions in many countries suffer from crops production losses.

Complex CNN ReLu and overlapping pooling [14], have become a prevalent feature in new architecture. Such developments have helped to reduce training time and error rate [11]. In 2019, Wu et al., compared ResNet to VGGNet, GoogLeNet, and DenseNet, finding that ResNet produced the best results in classifying grape leaf diseases [16]. In modern research; architectures including AlexNet, LeNet and GoogleNet, are commonly incorporated into the backbone of custom builds [17]. Data set processing is important to a model’s performance. Viral, bacterial and fungal infections can be difficult to distinguish, due to sharing an overlap of symptoms. These symptoms can be with measurable difference in color, shape which result as the plant responds to the pathogen [20]. Because of this complexity, it is preferable to use RGB data [10]. This produces clear, noise free images which may take longer than greyscale data to train, but overall are more common for plant disease identification models [22]. Early and accurate diagnosing of LB and EB diseases will prevent the disease from spreading on the potato fields, which decrease the losses and make disease controlling easier than the traditional approaches. For our proposed system, CNN will be utilized for early diagnosing for two of harmful and effective diseases, LB and EB diseases of potatoes through leaf images. The CNN model is designed in the proposed system to achieve high detection accuracy, and flexible with small changes which make the detection process more reliable. The CNN system input is an image of potato leaf in order to check if the leaf is infected or is it healthy and classify disease type. The learning processes done using images dataset contains healthy leaf images and infected leaf images. The diagnosing result as system output shared with the user/farmer to take actions that help with disease management. The objectives of this study are to diagnose the LB and EB diseases at the early stages based on leaf images with high accuracy, Better usability by the farmers and ability to be used on wider scale with different other crops and diseases. Since growers cannot be able to detect early and late blight diseases at its early stages because of limit experience and the hardness of continuous and precision monitoring of field about disease symptoms and the hard to gather the data at large areas this leads to the increase in crop losses, which raise the cost of the crop. The aim of our project is to design sensitive and accurate system that (i) detect and classify the potato leaf diseases based on leaf images from the field; (ii) disease forecasting or disease warning system for predict the diseases that help farmers to control the plant environment before disease appears; (iii) and real-time monitoring of the weather on the field.

III. THE PROPOSED SYSTEM FOR PLANT DISEASE DIAGNOSES

The detailed block diagram shown in Fig. 1 consists of three phases the first phase is for data collecting and sending, this phase is mainly responsible for collecting the data from the sensors of (humidity, soil moisture, and temperature, etc.) and images from the digital camera. The sensors will be at the potato’s field to get real-time and accurate data from the field not from the weather stations. Microcontrollers collect the data from the sensors through the analog and digital sensors and then send it to the gateway using the nRF24L01 module, which is connected to the Arduino kit. Then the data will go through the gateway will be stored on the storage of the cloud server that constitute phase 2. The cloud storage system contains the data from the plant environment using sensors, forecasting data from weather forecasting platforms using APIs, historical data, and images from the camera. There are many weather forecasting APIs like Yahoo weather or Google weather, the forecasting will be during the next seven days, and this part is called the proactive part. A historical dataset from weather forecasting station in Cairo for the proactive functions will be environmental data for five years or more to train the system, and for the reactive part, there will use around 3000 images to train the system. Then the frontend phase which interfaces with the end user/farmer with push notifications and dashboard on the overall farm state. The Frontend interface is linked with the actuators or pumps to control the environmental parameters to prevent the perfect conditions for the disease formation.

Fig. 1. Proposed Warning system block diagram
In order to achieve the early detection of LB and EB diseases, CNN will be used based on leaf images.
First, the model architecture was designed to achieve high accuracy. Second, selecting and preparing the dataset used for the learning processes. Third, train the model using the training dataset. Fourth, with testing or validating the model accuracy using different images. Ended by deploying the model on a web page for using. The flowchart of the system is shown in Fig. 2. Thus, the output system data will have feedback using the image processing results, to increase the accuracy and see if the symptoms are appearing in the leaf of the plant and take the right action. The image will come from the field using a digital camera to be uploaded to the cloud to run the CNN algorithm which results if the plant is healthy or infected and classify the disease and help the farmer to take the proper action based on the disease type.

**Fig. 2. Proposed Warning system flow chart**

The model architecture consists of four convolutional layers. The convolutional layer is a core layer on the CNN, and it is the reason behind the CNN name. The convolutional layer used to extract the feature map form the input image, then creating a new matrix with a smaller size using filters [9]. In the proposed model, the first layer uses a 7×7, which is the largest filter size on the model to represent the general features from the input image. The second convolutional layer uses a 5×5 filter, then in the last two layers, 3×3 filter used. The ReLu activation function was used after the matrix convoluted through all convolutional layers. The pooling layer condenses the output matrix from the previous convolutional layer. Max pooling function used at each pooling layer. The first pooling layer filter size is 3×3, and the next pooling layers use 2×2 filters. The dropout function utilized in the model to avoid model overfitting [10]. Lastly, there is one fully connected layer with 128 neurons, activated using ReLu activation function. Lastly, the output layer is activated using the Softmax function, which contains three neurons. For design and implementation of the model architecture, TensorFlow and Keras libraries were used, which based on python programing language. The model architecture was implemented on the cloud-based kernel to achieve high computing power and graphical computing power.

### A. CNN Model

The CNN model is used for disease detection and classification, the model includes an Input layer, Convolutional layers, Pooling layers, fully connected layers, and output layer. The model is implemented using python programming language and Tensorflow library, which “is an interface for expressing machine learning algorithms, and an implementation for executing such algorithms” [8]. The used model for the detection system is shown in Table I and Fig. 3.

**Table I: The CNN Model Details**

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Weight filter Size</th>
<th>Output Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Layer</td>
<td>-</td>
<td>3x256x256</td>
</tr>
<tr>
<td>Convolutional layer 1</td>
<td>7x7</td>
<td>32x250x250</td>
</tr>
<tr>
<td>Pooling Layer 1</td>
<td>3x3</td>
<td>32x83x83</td>
</tr>
<tr>
<td>Convolutional layer 2</td>
<td>5x5</td>
<td>32x79x79</td>
</tr>
<tr>
<td>Pooling Layer 2</td>
<td>2x2</td>
<td>32x39x39</td>
</tr>
<tr>
<td>Convolutional layer 3</td>
<td>3x3</td>
<td>64x37x37</td>
</tr>
<tr>
<td>Pooling Layer 3</td>
<td>2x2</td>
<td>64x18x18</td>
</tr>
<tr>
<td>Convolutional layer 4</td>
<td>3x3</td>
<td>128x16x16</td>
</tr>
<tr>
<td>Pooling Layer 4</td>
<td>2x2</td>
<td>128x8x8</td>
</tr>
<tr>
<td>Fully Connected Layer 1</td>
<td>-</td>
<td>128</td>
</tr>
<tr>
<td>Fully Connected Layer 2</td>
<td>-</td>
<td>128</td>
</tr>
<tr>
<td>Output Layer</td>
<td>-</td>
<td>3</td>
</tr>
</tbody>
</table>
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B. Dataset

The dataset used in this study consist of potato leaf images from PlantVillage dataset [11]. The dataset consists of 38 image classes; in this study, only three classes used for classification. The three leaf image classes used for disease classification system are infected by Late Blight, infected by Early Blight, and healthy potato leaves. Fig. 4, shows samples of infected leaves and not infected leaf from the dataset. The used dataset for the proposed system consists of 2150 colored or RGB leaf images with resolution 256x256 pixels. There are 1000 leaf images with LB, 1000 leaf images with EB, and 210 images of an uninfected or healthy leaf.

C. Testing and Training Method

In the CNN model, the training process is an essential and core step. In the learning process, the network adapts itself with the input dataset to output the corresponding label. The images dataset split to 70% for training, 20% for testing and 10% for model tuning. The model trained using 70% of the dataset, which is around 1700 images, through 80 epochs. One Epoch means one forward pass of all the training dataset and one reverse pass. After each epoch the testing data enter the model, then validation accuracy of the epoch calculated. Finally, after finishing all epochs the total training accuracy and validation accuracy calculated. The hardware used for model training is a four CPU cores 16 Gigabytes of RAM.

The model coded in Python language. To implement the model there are different libraries used like: “Numpy” to deal with arrays. “Pickle” to save and load the model after training with a simple way for save and load the model. “CV2” or “Opencv2” to deal with images, it is the most popular and has a very helpful documentation. “SKlearn” for labeling which it is suitable for the dataset used. “Keras” for CNN model design, “Keras” is an open-source neural-network library written in Python. It can run on top of “TensorFlow”. Keras is used because it was designed to enable fast experimentation with deep neural networks, it focuses on easy to use, modular, and extensible.), “Matplotlib” for plotting and visualize the data.

To run the algorithm code Kaggle kernels was used because of high computing power and high GPU. Kaggle Kernels technical specification:
- 9 hours of execution time
- 5 Gigabytes of auto-saved disk space
- Gigabytes of temp, scratches disk space
- 4 CPU cores
- 17 Gigabytes of RAM
- 2 CPU cores and 14 Gigabytes of RAM for GPU

D. Model Deployment

After the model training, the CNN network weights were saved to be used in different devices and reduce the computing power needed to use the model. The saving and loading of the model done using “Pickle” library. After the model saved, it downloaded on the personal computer with four Gigabytes of RAM and two CPU cores. The model was loaded on the PC, then the model was deployed as API on the webpage, then on the web page the uploaded image was converted as a POST request and the prediction appears on the page using the GET request.

IV. PROPOSED MODEL VALIDATION AND TESTING

To make sure that the proposed CNN model achieves the desired performance accuracy, the model was validated using around 430 leaf images, which are different images than the images used for the training process includes 30 healthy leaf images, 200 infected by LB, and 200 infected by EB For model testing, the process started with testing data entered to the model then followed by step to be classified. The testing data pass into the model every epoch to calculate the validation accuracy. In Fig. 5, the validation and training accuracies through 50 epochs were represented. After finishing from all epochs, the total validation accuracy will be calculated. The total accuracy for the proposed model is 98.2%.
losses in agricultural production of about 25% per year. In this paper, potato leaf diseases diagnosis and detection system are proposed based on the Convolutional Neural Network technology with a customized model architecture. The main aim of the proposed system is to detect early the plant diseases to decrease the plant’s production losses due to plan diseases like early and late blight of the potato crops. The model trained and validated using dataset consist of 2210 colored potato leaf images. For model validation, the dataset was split to 70% for training, 20% for testing and 10% for model parameters tuning. The proposed model architecture achieves 98.2% accuracy compared with other approaches. The used method is compared with SVM, ANN, and RF techniques using the same dataset where the comparison results shows that our proposed system method outperform the accuracy achieved by the mentioned techniques.
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