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Abstract: The increasing in the incidence of stroke with aging world population would quickly place an economic burden on society. In proposed method we use different machine learning classification algorithms like Decision Tree, Deep Neural Network Learning, Maximum Expectization, Random Forest and Gaussian Naïve Bayesian Classifier is used with associated number of attributes to estimate the occurrence of stroke disease. The present research, mainly PCA (Principal Component Analysis) algorithm is used to limit the performance and scaling used to be adopted to extract splendid context statistics from medical records. We used those reduced features to determine whether or not the patient has a stroke disorder. We compared proposed method Deep neural network learning classifier with other machine-learning methods with respect to accuracy, sensitivity and specificity that yields 86.42%, 74.89 and 88.49% respectively. Hence it can be with the aid of both patients and medical doctors to treat viable stroke.
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I. INTRODUCTION

The stroke causes health disorders in long term and it is the major cause for death. If the affected person has heart related hassle like mitral regurgitation, heart failure, pulmonary stenosis, then stroke will easily make the condition worse [1]. It is brought when flow of blood to an region of area is reduced due to a clot or a blood vessel splits due to oxygen and nutrient deficiency[5]. Cerebrovascular incident (CVA) or stroke categoized into different forms [2]. This disease can be lead to paralysis, intense chest pain, speech impairment, memory loss and ability to think, coma or death. Stroke affects any age on the body via medical therapy it can be avoided and essential are modifiable risk factors. Early identification of stroke is still a challenge and is very much significant in medical field.

Machine learning techniques are indeed worth exploring in predicting the probability of stroke. Machine learning is a method of data analysis that automates methodical model building [4].

Due to the risk development of machine intelligence techniques based on various mathematical approaches, it is possible to implement artificial intelligence significantly in medical decision making. throughout medicine, medical data are stored, among others, throughout centralized databases and comprehensive clinical databases and laboratory datasets[3]. These data can be used to forecast the incidence and prognosis of diseases.

The key objective of this work is to use classification techniques for machine learning to predict patients at risk of developing stroke. Therefore, five predictive classification algorithms like Decision Tree, Random Forest, Gaussian Naïve Bays Classifier, Maximum Expectization and Deep NN Learning is used on patient stroke data collection obtained from different hospitals. The classifier is compared with each one to find the best results in order to find the best predictive model. As a result, a system has been created to recognize patients with stroke using the correct decision support tool to help achieve these objectives: i) Reduces stroke impact on patient life ii) Increase community life expectancy wellbeing iii) Decrease human service cost.

The rest of subsections of this exploration article are composed as follows: The literature assessment on machine-leaning technique to predict stroke is mentioned in Section two. Section three discusses the approach while the outcomes and discussion are mentioned in section four. At last conclusion and potential research are addressed in section five.

II. REVIEW CRITERIA

Ashfaq Ahmed et.al. [7] proposed a study using the techniques of machine learning classifiers. Those have been used to describe and compare key data sets of different kernels and kernel parameters for cancer, liver and heart disease. Random forest and SVM has been tested for different collection of data on malignant disease, liver disease and coronary illness. The outputs are obtained by implementing various kernels were adapted to the proper identification of parameter. Outputs were analyzed to develop statistical methods of learning. The contrasting results were observed with SVM classification methods for linear, polynomial and quadratic kernel functions.

Oskar et. al. [6] applied variety of classification methods to classify ischemic stroke and results of this study concluded that RDF s and CNN results outperforms all formerly published methods, human observer accuracy is not yet reached.
Yang et al. [8] applied kNN, multiple linear regression (MLR), and a regression tree model to expect the stroke severity index (SSI) and verified that kNN is greater reliable than different models. Sasi et al. [9] offered a predictive model with DT, ANN, SVM, Logistic Regression (LR), Generalized Boosted Model (GBM) to predict ICU transmission of stroke patients and concluded that GBM was the most accurate. Several studies have employed methods of deep learning to solve various problems [14–16]. There have been several computer-aided diagnosis systems, in particular that use deep learning to detect various diseases [17-23]. Dhar R et.al. [10] used Machine-learning and deep learning, different methods and datasets have been used to identify or predict those diseases.

Arslana et.al. [12] proposed stroke prediction algorithms like SVM, Stochastic Gradient Boosting and Penalized Logistic Regression. SVM has reached an precision of 97.2%. Reza et al. [11], use of K-nearest neighbor and C4.5 decision tree, the precision of the stroke prediction was high compared to others. ANN model achieved stroke accuracy as 88.2% as shown in Eibe Frank et al. [13]. Many of the previous studied used techniques of machine learning to identify different diseases. However, there was no attempt to predict stroke with these tools.

III. METHODOLOGY

Stroke disease prediction that focuses on increasing people’s consciousness and studies are focused on recent trends. The model proposed uses predictive classification algorithms such as Decision tree, Maximum Expectization, Gaussian Naïve Bayesian, Random Forest and Deep Neural Networks to predict the existence of stroke and Principle Component Analysis algorithm to diminish dimensionality. Therefore decreased subset of features may be used as inputs. Figure 1 reflects the Stroke Disease Prediction.

A. Dataset Collection

The first phase stroke dataset was obtained from many Bangalore hospitals and medical centers with patients diagnosed as stroke or non stroke. The data set is composed of groups. The one class contains medical records for patients confirmed to have stroke and the another class contains patients with stroke mimics, that were typically misdiagnosed as stroke due to signs and symptoms similarity. we are consider 1,500 instance of stroke patients dataset. It involves both hemorrhagic stroke and ischemic stroke. Table 1 provides statistical information about patients data. The median age of subject with stroke patients was 65 years. Among these patients 53.7% were male, 43.3% were female.

B. Pre-processing Dataset

The data collection for the condition is initially pre-processed to make it appropriate for feature extraction. It is used for remove unnecessary information, incomplete data, noise and incoherent data.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>873(58.2%)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>627(41.8%)</td>
</tr>
<tr>
<td>Stroke Type</td>
<td>Ischemic</td>
<td>934(62.22%)</td>
</tr>
<tr>
<td></td>
<td>Hemorrhagic</td>
<td>566(37.73%)</td>
</tr>
</tbody>
</table>

C. Attributes Selection and Reduction using PCA

The data set contained different attribute like class stroke, age, gender, work type, married status, hyper tension, Glucose level, Residence, Body mass index, treatment name (done, not-done), and different lab test, Smoking status,
Heart disease, etc. Selection of the attributes was then applied to the dimensionality of the results. Selection of attribute is used for choosing the most appropriate attributes [24].

PCA is a plain for extracting useful data from different datasets. PCA defines new features effectively reducing the dimensions to cover or simplify structure using different algorithms [25]. The former attributes should not be inserted into a DNN classifier, since precise knowledge is missing. To avoid data discretization and transform binary or categorical attributes into continuous variables using PCA maximum attribute filter.

PCA is constructed on the basis of an important property of eigen vector decomposition. In practice PCA computing a data set X requires (1) Extracting the mean of each form of measurement and (2) computation of eigenvectors. This approach is expressed in Matlab code and Figure 2 shows the corresponding graph. The algorithm has the potential to reduce attribute disturbance by translating it into the PCA space, extracting and transforming the bad eigen vector and converting into the original space. The below table 2 shows the final attribute sets for stroke prediction. In addition, data are split into two different data sets: 64% training data set for model building and 36% test data set for model evaluation.

D. Proposed Prediction Model for Brain Stroke with Reduced Attributes

Prediction model composed of two models such as classification and assessment. The classification model uses training data set to construct a predictive model for classification. The test data set is used to test classification output. Patient dataset is compiled from healthcare institutes who have stroke symptoms. Then classification algorithm such as Decision Tree, Deep Neural Network Learning, Maximum Expectization, Random Forest and Gaussian, 
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(class 0 shows without stroke patients and class 1 shows with

<p>| Table 2: Attributes with risk factor for stroke prediction |
|---------------------------------|----------------|----------------|----------------|----------------|----------------|-----------------|----------------|</p>
<table>
<thead>
<tr>
<th>Patient Dataset</th>
<th>ID</th>
<th>Gender</th>
<th>Age</th>
<th>Hyper Tension</th>
<th>Heart Disease</th>
<th>Married</th>
<th>Work_Type</th>
<th>Residence</th>
<th>Smoking Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient 1</td>
<td>36305</td>
<td>Man</td>
<td>81</td>
<td>0</td>
<td>0</td>
<td>Yes</td>
<td>Private</td>
<td>Town</td>
<td>formerly smoked</td>
</tr>
<tr>
<td>Patient 2</td>
<td>61826</td>
<td>Woman</td>
<td>75</td>
<td>0</td>
<td>1</td>
<td>Yes</td>
<td>Self</td>
<td>Rural</td>
<td>formerly smoked</td>
</tr>
<tr>
<td>Patient 3</td>
<td>14158</td>
<td>Woman</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>No</td>
<td>Children</td>
<td>Rural</td>
<td>Private</td>
</tr>
<tr>
<td>Patient 4</td>
<td>12997</td>
<td>Man</td>
<td>25</td>
<td>0</td>
<td>1</td>
<td>No</td>
<td>Private</td>
<td>Town</td>
<td></td>
</tr>
<tr>
<td>Patient 5</td>
<td>40801</td>
<td>Woman</td>
<td>62</td>
<td>0</td>
<td>0</td>
<td>Yes</td>
<td>Govt_job</td>
<td>Rural</td>
<td>never smoked</td>
</tr>
<tr>
<td>Patient 6</td>
<td>9348</td>
<td>Woman</td>
<td>65</td>
<td>1</td>
<td>0</td>
<td>Yes</td>
<td>Private</td>
<td>Town</td>
<td>never smoked</td>
</tr>
<tr>
<td>Patient 7</td>
<td>51550</td>
<td>Woman</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>Yes</td>
<td>Self</td>
<td>Rural</td>
<td></td>
</tr>
<tr>
<td>Patient 8</td>
<td>60512</td>
<td>Man</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>Yes</td>
<td>Govt_job</td>
<td>Town</td>
<td>never smoked</td>
</tr>
<tr>
<td>Patient 9</td>
<td>31307</td>
<td>Woman</td>
<td>76</td>
<td>0</td>
<td>0</td>
<td>Yes</td>
<td>Self</td>
<td>Rural</td>
<td>never smoked</td>
</tr>
<tr>
<td>Patient 10</td>
<td>39164</td>
<td>Man</td>
<td>77</td>
<td>0</td>
<td>0</td>
<td>Yes</td>
<td>Self</td>
<td>Town</td>
<td>smokes</td>
</tr>
</tbody>
</table>
Naïve Bayesian Classifier are used to determine whether patients suffer from stroke disorder with patient dataset shown in table 2. Then performance assessment is performed with different algorithms and accuracy is compared with different models.

The objective of this research is to determine the effectiveness of selected machine learning techniques for predicting the occurrence of stroke, as well as to identify those features of the patient that have the greatest impact on the occurrence of stroke. It will also be analyzed how the reduction of attributes describing patients affects the accuracy of the classification.

- **Decision Tree**

Decision trees are data structure with root node, branches and nodes on the chain. Internal node represents a test on attribute or function of data, each branch represents the examination results and each leaf node contains a class mark. The root of a tree is located at topmost. A decision tree is a class discriminator which remedies the training set [26].

![Decision Tree Diagram](image)

**Fig. 3. Prediction of Stroke using Decision tree**

Each tree branch and root node includes a split point that is used for to check one or more attributes or features which decides how the data is divided and split to predict the disease from given data shown in above Figure 3.

- **Random Forest**

Random Forest is a method of classification (and regression) involving the different decision trees were generated based on a random collection of data. The idea of this algorithm is to create a team of experts from random decision trees, where random trees are constructed on the concepts of random selection of a subset of the analyzed featured in the node unlike classic decision trees [29]. In addition, individual trees from random forest trees are built according to the concept of bugging. Random forests are considered one of the best classification methods. Single random forest classifiers are decision trees. The Random Forest algorithm is very well suited for trial testing, where the observation vector is a large dimension. Their additional advantage is the ability to use the learned random forest for other issues than just for classification. For example, based on trees from the forest, one can determine the ranking of variables, and thus determine which variables have better predictive properties.

- **Expectation Maximization**

The expectation maximization (EM) algorithm is an method in presence of latent variables to achieve maximum likelihood estimates. It is an recursive technique to estimate maximization for parameter . The maximum-likelihood model is used when random values are chosen to find the best fit for a data set. The recursive algorithm estimates the best match for an incomplete or missing data point in an unsupervised manner [27, 28]. The best match is determined for a collection of complete data with as shown in Figure 4 by estimating maximum likelihood. To capture the parameters of the model in a missing data using complex EM algorithm. The missing data points are arbitrarily identified by an algorithm and these are used to estimate the old data set.

- **Gaussian Naïve Bayesian Classifier**

Gaussian Naïve Bayes (GNB) is a supervised learning classification of algorithm that uses Bayes’ theorem as a basis for classifying observations into one of a pre-defined set of class based on predictor variables. The Gaussian Naïve Bayesian model for predicting stroke diseases is shown in Figure 5.

![Gaussian Naïve Bayesian Classifier Diagram](image)

**Fig. 4. The convergence of EM algorithm [23].**

GNB classifiers estimate the conditional probabilities that an event belongs to a particular class provided the values of the predictor variables are presumed to be class conditionally independent and do not take the covariance between the predictor variables naively into account [30]. The classifier includes ease of use and quick dealing with multiple attributes of the dataset.
The detection efficiency is calculated by measuring accuracy (Acc) for all classifiers. Compared to commonly used performance metrics sensitivity, specificity, actual predicted value and accuracy with better reflects algorithm performance [31]. Considering all predictive model performance parameters, DNN model yields with optimal stroke probability Accuracy of 86.4%, sensitivity of 74.89%, specificity of 88.49%, and APV of 54.23%. Optimum DNN with PCA algorithm followed by Gaussian Naïve Bayesian classifier. Table 4 shows the performance parameter evaluation using 12-fold cross validation to authenticate outcomes shown in Figure 7. These outputs strongly support the conclusion that the PCA algorithm with DNN outperforms with other algorithms.

We applied different procedures to stop normalization of the over fitting, dropout and batch. The above prevents the lack of feed-forward data in a manner close to the weighting of initialization and the dropout uses weighting to reduce the effect of any hidden nodes.

Our research predicts stroke using the history and health behavior dataset of emergency service uses. This will raise potential medical expenses and make diagnosis easier. We have used survey data that is binary and used PCA to boost data resolution. The limitations of our work not included preprocessing of scaled PCA. Furthermore, our results apply to subjects who could in the future suffer from stroke which could reduce the overall precision of our predictive model.

IV. RESULTS AND DISCUSSION

The diverse settings tested, five hidden layers were featured in the best DNN architecture, each with 15 neurons, 25 training epochs and a trial and error dependent batch size of 5. Table 3 display the confusion matrix resulting from preprocessing of scaled PCA.

![Confusion Matrix](image)

Table 3. Confusion Matrix for DNN method.

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Predicted (T)</th>
<th>Predicted (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual (T)</td>
<td>173</td>
<td>1123</td>
</tr>
<tr>
<td>Actual (F)</td>
<td>146</td>
<td>58</td>
</tr>
</tbody>
</table>

Traditionally, the detection efficiency is calculated by measuring accuracy (Acc) for all classifiers. In the stroke datasets with 1500 data on survival , an difference was evident. We used extra metrics: sensitivity (S_t), specificity (S_f), and accurate predictive value (APV). The S_t reflects the likelihood of detecting stroke data, S_f reflects the likelihood of detecting non stroke data and APV is the probability that non-survival or occurrence of stroke status has been corrected for adequate. To test model efficiency we used true-positive (TP), true-negative (TN), false-positive (FP) and false-negative (FN) as a parameter . Accuracy is the fraction of correct classifications to the total number of classifications. The S_t , S_f , APV and Accuracy was determined using below formulas.

\[ S_t = \frac{TP}{TP + FN} \quad (1) \]

\[ APV = \frac{TP}{TP + FP} \quad (3) \]

\[ \text{Accuracy} = \frac{(TP+TN)}{(TP+TN+FP+FN)} \quad (4) \]
V. CONCLUSIONS

We developed a deep learning model based on data from 1500 participants, featuring PCA to predict stroke based on history of medical usage and health habits. Our research enables early detection of patients at high dangerous of stroke who needs extra testing and suitable therapy until the disorder exacerbation. We used a deep neural network to test the interest variables and PCA to produce better continuous inputs for the deep neural network. Our method’s accuracy, sensitivity, and specificity value was 86.42%, 74.89% and 88.49%, respectively. Using the dataset, we will use our approach to predict stroke as well as additional diseases. In future, we will change and extend approach for evaluating other applications of medical facilities and cancer data sets on health behavior. Also, to obtain more accurate DNN performance, we will use comprehensive indices and physiological signals as input data. Finally, we will use automated tuning methods to minimize training time and boost efficiency.

Table 4. Comparison and performance with metrics of different classifier

<table>
<thead>
<tr>
<th>Classifier</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Accurracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>APV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>92</td>
<td>1008</td>
<td>352</td>
<td>48</td>
<td>73.32</td>
<td>65.7</td>
<td>74.1</td>
<td>73.3</td>
</tr>
<tr>
<td>EM</td>
<td>136</td>
<td>1041</td>
<td>245</td>
<td>78</td>
<td>78.46</td>
<td>63.54</td>
<td>80.1</td>
<td>78.46</td>
</tr>
<tr>
<td>RFC</td>
<td>152</td>
<td>1056</td>
<td>230</td>
<td>62</td>
<td>80.53</td>
<td>71.02</td>
<td>83.4</td>
<td>80.53</td>
</tr>
<tr>
<td>GNB</td>
<td>185</td>
<td>1060</td>
<td>198</td>
<td>57</td>
<td>82.46</td>
<td>73.9</td>
<td>84.16</td>
<td>82.46</td>
</tr>
<tr>
<td>DNN</td>
<td>173</td>
<td>1123</td>
<td>146</td>
<td>58</td>
<td>86.42</td>
<td>74.89</td>
<td>88.49</td>
<td>86.42</td>
</tr>
</tbody>
</table>

Fig. 7. Accuracy Performance with different Machine Learning Classifier
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