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Abstract: Load forecast plays an important role in power system operation and control. Significant contribution in power system economics may also be observed. Many decisions of the power system depend on the future load demand. The accuracy of STLF is necessary for the optimal and economical operation of the power systems. This paper presents a new approach to STLF. In this paper, time series methods are presented on the basis of neural networks. The time series methods are included autoregressive, nonlinear autoregressive, and non-linear autoregressive with external inputs (nary). The comparative results are presented with the ANN. In this paper, the nary method gives more efficient and accurate results than other methods.
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I. INTRODUCTION

Fundamental operational functions in the power systems such as, spinning reserve capacity, unit commitment, bidding strategies, hydro-thermal coordination, interchange evaluation, energy purchase, scheduling maintenance, and security assessment are required a reliable and accurate STLF [1]. Therefore, the load should have forecasted accurately, which is lead to give proper operation, planning and control for the power systems, So as to make a low operating cost and high reliability of the power supply [2]. The STLF is used to offer load data with lead time from one hour to one week. There are many techniques for load forecast have been discussed during the last few decades. These methods are broadly divided into two groups such as, artificial intelligence, and statistical methods. The statistical methods have multiple linear regression, time series, SVM, and expert system, etc. The AI methods have such as ANN, Fuzzy Inference, PSO, GA, and adaptive Neuro-Fuzzy system, etc. In recent years, AI techniques play a very important role in solving non-linear problems in the power system. The load demand is non-linear in nature, So the neural network can be used to predict the future load. It has a good quality of non-linear mapping between input and output, which are very difficult to model by any technique [3]. The NF tool of MATLAB has used to compute STLF for UK-based power utility. The past data of load demand has used for load forecasting. In order, to make the high prediction precision of the demanded load, the different statistical and AI techniques have been developed, which gives a more accurate result than individual applied techniques. In this paper, time series, mathematical techniques have combined with a dynamic neural network, this gives comparatively more accurate results than other methods.

II. NEURAL NETWORK FOR STLF

It is a mathematical model like the human brain and its activities. It consists of a large number of processing elements also called neuron cells. It works like a human brain. The artificial neural network has a great quality of independent learning, self-adapting and non-linear mapping. The neural network has an adaptive mathematical structure that is capable of recognizing composite non-linear correlation between input and output data sets [4]. Fig.1 shows, the fundamental circuit model of ANN. It consists of five main parts- inputs, weight and bias connecting the nodes, summation point, transfer function and output. There are three-layers in this network, which are shown in Fig.2. In this model supervised learning method has used, in which input data have feed -forward then weight and bias have adjusted via back propagation. In this network, the Levenberg-Marquardt backpropagation algorithm is used for learning [5]. An architecture model of the feed-forward neural network is shown in Fig.2

Fig. 1 Basic model of artificial neural network
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III. TIME SERIES

The time series technique can be defined as a consecutive set of data measured over time, such as hourly, daily or weekly load. The basic concept of forecasting is to first build a pattern matching of available data as accurately as possible and then it obtains the forecasted value with respect to time using the accepted model [6]. In this paper, the time series ntstool with the dynamic neural networks are used to solve three types of non-linear time series problems [13].

1. Non-Liner autoregressive with external input (Exogenous)

Predict series y(t) given d past values of series y(t), and other series of x(t).

2. Non-linear autoregressive

Predict series y(t) given d past values of y(t).

3. Non-linear Input-output

Predict series y(t) given d past values of series x(t) In the first type of time series problem, it can be predicted, the future values of a time series y(t) from past values of that time series and past values of a second- time series x(t). This form of prediction is called nonlinear autoregressive with exogenous (external) input, or NARX, it can be written as follows:

\[ y(t) = f(y(t-1), ..., y(t-d), x(t-1), ..., (t-d)) \]  

In the second type of time series problem, there is only one series involved. The future value of a time series y(t) are predicted only from past values of that series. This form of prediction is called nonlinear autoregressive, or NAR, and can be written as follows:

\[ y(t) = f(y(t-1), ..., y(t-d)) \]  

The third type of time series problem is similar to the first type, in that two series are involved, an input series x(t) and an output/target series y(t). Here, it can be predicted the values of y(t) from previous values of x(t), but without knowledge of previous values of y(t). This input/output model can be written as follows:

\[ y(t) = f(x(t-1), ..., x(t-d)) \]  

The NARX model will provide better prediction, than other models, because, it uses the additional information contained in the previous values of y(t). However, there may be some applications in which the previous values of y(t) would not be available [13].

IV. DATA PREPARATION & TRAINING

In this paper, two months of hourly load data of UK-based power utilities have used for STLF. For which, two months from Jan 2010 to Feb 2010 hourly load data have used for developing the model. In two months, hourly load data, 75% of data have used for training the model, 15% of data have used for testing and the remaining 15% data is for validation. The Dry bulb is taken for temperature, dew point for humidity, Energy PR and TMSR PR (Ten Minutes Spinning Reserve) as load depends on these limits. In NF, NARX and Non-linear Input-Output (AR) models have used as five advice variables with the target value for developed this model. In the NAR model, only target/output value is used to develop this model. These models have developed in MATLAB R2014b nftool and ntstool toolbox [11] [12]. These models have used for STLF from one day to seven days. The performance and accuracy of these models have expressed in the form of mean average percentage error (MAPE).

V. SIMULATION AND RESULTS

In these models, the load data of UK-Based power utility is used for short-term load forecasting. The networks have been trained with a load data set of 1440, in which a data set of 1008 has used for training and remaining data set are used for testing and validation. After training, testing and validation, these trained models have used for STLF.

After acquiring the forecasted values of the load results from the simulated models, these results are compared with the real load data values. The following expressions are used for calculating the correctness and acceptability of these methods.

Absolute Percentage Error (APE) = \[ \frac{L_{\text{Actual}} - L_{\text{Forecasted}}}{L_{\text{Actual}}} \times 100 \]

Where, \( L_{\text{Actual}} \) = Actual load for an hour
\( L_{\text{Forecasted}} \) = Forecasted load for an hour
\( N \) = Number of hours (N=24)

The following simulation results are shown in Fig. 1 to Fig 11.
Table 1. Summarize MAPE of seven days

<table>
<thead>
<tr>
<th>Day</th>
<th>ANN</th>
<th>NARX</th>
<th>NAR</th>
<th>AR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>0.977</td>
<td>0.097</td>
<td>0.814</td>
<td>1.028</td>
</tr>
<tr>
<td>Day 2</td>
<td>1.36</td>
<td>0.109</td>
<td>1.732</td>
<td>0.956</td>
</tr>
<tr>
<td>Day 3</td>
<td>0.272</td>
<td>0.307</td>
<td>1.709</td>
<td>0.775</td>
</tr>
<tr>
<td>Day 4</td>
<td>10.385</td>
<td>0.802</td>
<td>8.282</td>
<td>1.98</td>
</tr>
<tr>
<td>Day 5</td>
<td>13.417</td>
<td>0.229</td>
<td>12.121</td>
<td>2.305</td>
</tr>
<tr>
<td>Day 6</td>
<td>3.155</td>
<td>0.335</td>
<td>0.685</td>
<td>1.055</td>
</tr>
<tr>
<td>Day 7</td>
<td>1.525</td>
<td>0.155</td>
<td>4.245</td>
<td>1.116</td>
</tr>
</tbody>
</table>

Table 2 Average MAPE of seven days of four models

<table>
<thead>
<tr>
<th>Name of Model</th>
<th>Average MAPE of seven days</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>4.441</td>
</tr>
<tr>
<td>NARX</td>
<td>0.2905</td>
</tr>
<tr>
<td>NAR</td>
<td>4.226</td>
</tr>
<tr>
<td>AR</td>
<td>1.316</td>
</tr>
</tbody>
</table>
VI. RESULTS DISCUSSION & CONCLUSION

In this paper, we have analyzed and discussed about, the neural network, time series, and the importance of STLF in the power systems. The four non-identical methods have presented to forecast hourly load data for the next one day to seven days after analyzing and training. Fig 3 to Fig 9 shows the one day to seven days forecasted hourly load of 01 March 2010 to 7 March 2010, by all four models. In Fig 10, it is clearly seen that, in all seven days, the MAPE is very less in the NARX model compare to other models. Fig 11 shows the average MAPE of all seven days of all four models, it is also clearly seen that, the NARX model is presented the lowest error. The accuracy index of the model is depending on the MAPE. The lowest MAPE of the NARX model is 0.2905. So, it is the best method than other. The NARX model can be used to forecast the one-day ahead to seven days load demand very accurately. So from the above observation, it has been observed that the combination of statistical and AI methods gives a better result than the separated design model.
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