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Abstract: This research focuses on deliver a SDS implementation model that facilitate the definition of requirements to be delivered in a timely manner to systems. Software Defined Storage (SDS) enables different hardware technologies to be homogenized and deliver independent storage. The technologies included on the implementation model are the open-source projects Red Hat Gluster Storage and Red Hat Ceph Storage. Both technologies are integrated into a virtualization platform, it is compared at a functional and economic level with respect to some enterprise solutions and it is shown that the same operations are performed as a viable technological alternative. The favorable results of the model are presented and the great benefit that open-source technologies have open scope that allows it to be integrated into other projects.
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I. INTRODUCTION

Software Defined Storage (SDS) [1] is a technology where hardware and software are independent of a storage solution. Traditionally, storage providers such as HP, IBM, Dell [2] enhance the system functionalities at the hardware level, in this case the SDS applies these functionalities in the software level, allowing the hardware to only be a layer of block provisioning and the software to manage it. Therefore, the capacities can be expanded according to the needs of the client system and in the time required with the least amount of interruptions possible.

SDS can be implement a high-level storage[3] system with different server technologies, that is, a storage cluster can be implemented on physical or virtual servers[4] and can replicate the data to a disaster recovery data center waiting for the main data center be offline.

The proposed implementation model offers key functionalities for the organization such as:

- Automation of intra-datacenter data replication processes:
  - Volumes created in the cluster and ceph groups are created with replication between the blocks of the servers in the same cluster
- Automation of inter-datacenter data replication processes:
  - Local cluster volumes can replicate to another data center

asynchronously, ensuring replication to a remote site at a controlled bandwith and preparing for a procedure disaster recovery.

- Scalability of systems from different providers: When implementing SDS, the nodes can be replaced by another available hardware, only clarifying that the HA function is limited, in case of having similar hardware, the HA[5] is fully functional.
- High availability of virtualization components: Option inherited from virtual systems hosted on physical systems that allow components to be deployed in active-backup or active-active mode to maintain component availability[6].
- Delivery of volumes in different access formats: The implementation of the cluster project for block storage for mixed platforms and specialization in virtualization and the ceph project that specializes in volumes for cloud platforms through instances, offer a very complete solution for the level of infrastructure as a service.

SDS implementation model offers some storage cases applied to the data center, such as:

- Replicated volume[7] for critical platform
- Volume distributed[8] for non-critical platform
- Replicated volume for cloud instances[9]
- Volume replicated for contingency data center asynchronously.

These cases are high-level requirements of a data center that are traditionally done with high-performance enterprise storage systems, however, now they are done with open-source projects.

II. SDS IMPLEMENTATION MODEL

The implementation model is divided into 2 parts, the first component virtualization and the second component implementation.

A. Component virtualization

Virtualization systems allow deployment and execution of guest systems with the least complexity by providing virtualization templates[10] with pre-installed primary applications, ready to customize only the unique parameters of the system, reducing administrator operations to deploy storage nodes.

Virtualization is implemented with redundancy of components and protocols capable of managing this redundancy in physical components, therefore, virtual systems inherit this redundancy from physical components and meet the high availability requirements of the organization.
Figure 1 shows a virtualization system for opennova.pe domain, which includes 3 hosts from the Red Hat Virtualization project[11].

In addition to hosts, it is important to implement redundant network connections configured in active-backup mode available as shown in Figure 2.

Finally, the virtualization templates of the gluster and ceph projects that simplify the SDS node implementation process as shown in Figure 3.

**Table 1: Volume requirements**

<table>
<thead>
<tr>
<th>Volume</th>
<th>Type</th>
<th>Criticality</th>
<th>Client OS</th>
<th>Client platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>vol01</td>
<td>replicated</td>
<td>high</td>
<td>Linux</td>
<td>physical</td>
</tr>
<tr>
<td>vol02</td>
<td>replicated</td>
<td>medium</td>
<td>Windows</td>
<td>physical</td>
</tr>
<tr>
<td>vol03</td>
<td>distributed</td>
<td>low</td>
<td>Linux</td>
<td>virtual</td>
</tr>
<tr>
<td>vol04</td>
<td>replicated</td>
<td>high</td>
<td>Linux</td>
<td>container</td>
</tr>
<tr>
<td>vol05</td>
<td>replicated</td>
<td>high</td>
<td>Linux</td>
<td>instance</td>
</tr>
</tbody>
</table>

Considering the requirements of Table 1, the distribution of blocks is designed with the implementation model similar to Table 2 where X = used block and A = arbiter block[14].

**Table 2: Volume design**

<table>
<thead>
<tr>
<th>Volume</th>
<th>Node</th>
<th>Node</th>
<th>Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>vol01</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>vol02</td>
<td>X</td>
<td>X</td>
<td>A</td>
</tr>
<tr>
<td>vol03</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>vol04</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>vol05</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
</tbody>
</table>

In Table 2 volumes 01, 02, 03 and 04 are created with the RedHat Gluster Storage project and volume 05 with RedHat Ceph Storage according to Figure 4 and Figure 5 respectively.

**III. DISASTER RECOVERY**

The SDS implementation model permits infrastructure to be prepared for recovery[15] in the event of a data center crash, protecting data from critical volumes such as Table 2 vol01.
Key functionality is geo-replication[16], which allows it replicates it through a link to another previously implemented data center, but with lower capacities. The purpose of geo-replication is to saturate the link reserving a portion of the available bandwidth for remote replication. This guarantees the protection of data on the other site and its availability in the event of a disaster. In Figure 6 it is seen how the vol01 of the PROD cluster is replicated to the volume vol01_rep of the DISASTER cluster.

Figure 6. Geo-replication from vol01(PROD) to vol01_rep(DISASTER)

### IV. BENEFITS AND RESULTS OF APPLYING THE IMPLEMENTATION MODEL

SDS control software allows managing access to hardware resources such as storage blocks and network connections. This intermediate layer adds the following benefits to the implementation model:

- **Hardware independence**: SDS allows implementing systems from different manufacturers, that is, a storage cluster can be built with pre-existing servers in the organization and if necessary, acquire new servers to increase the cluster's capabilities.
- **Profitability**: reusing servers in the organization or hardening servers with new specific components generates considerable cost savings when compared to purchasing business storage systems.
- **Adaptability**: by separating the hardware from the storage systems, manager can expand the capacities of the volume over SDS online, migrate the volumes with change servers, generate backups or replicas in a transparent way, that is, the storage is completely dynamic.
- **Integration**: the projects chosen for the implementation model are characterized by integration with other projects through APIs[17], therefore, the possibilities of integration of the proposed model are very high.

In addition to the technical benefits, the economic benefit of the implementation model is important, since the open-source technologies of the RedHat company are not marketed as a license but as a subscription, it is a renewable online service if the organization requires it, generating considerable savings of costs, to estimate costs, the annual costs of the minimum subscriptions[18] for the implementation of the model are detailed in Table 3 if the storage is in the production phase and the organization requires it:

<table>
<thead>
<tr>
<th>Product</th>
<th>Quantity</th>
<th>Price</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>VMware vSphere Enterprise Plus (includes vSan)</td>
<td>3</td>
<td>4500</td>
<td>18000</td>
</tr>
<tr>
<td>HPE Helion OpenStack</td>
<td>3</td>
<td>3385</td>
<td>10155</td>
</tr>
<tr>
<td>Red Hat Enterprise Virtualization</td>
<td>3</td>
<td>1500</td>
<td>4500</td>
</tr>
<tr>
<td>Red Hat Gluster Storage (3 nodes)</td>
<td>1</td>
<td>10000</td>
<td>10000</td>
</tr>
<tr>
<td>Red Hat Ceph Storage (3 instances)</td>
<td>1</td>
<td>7500</td>
<td>7500</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>22000</strong></td>
</tr>
</tbody>
</table>

### V. CONCLUSIONS

- The implementation model allows integrating open-source projects using APIs, therefore it is recommended to continue investigating other independent SDS projects and integrate them into the proposed model.
- The application of open standards allows the implementation model to scale horizontally on platforms from different manufacturers, turning the implementation model into another open-source project.
- Although the model is open-ended for physical or virtual platforms, the researcher recommends using virtualization as a basis platform because it generates a software layer that supports the high availability and scalability of components.
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