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Abstract: Development of Content-Based Image Retrieval systems supports retrieval of similar images based on selected features. Selection of appropriate features for this process is a difficult task. In this regard, deep learning concept helps in choosing appropriate features for retrieval. In this work, Content-Based Image Retrieval system is proposed using Convolution Neural Network known as Residual Neural Network model. The dataset used to build retrieval system is collection of web images 50,000 of 250 categories. The model is trained on 40% of image data and tested on 60% of data. When user submits a query image from the client-side, similar features are extracted by the model on server-side. Later, the features of query image are compared with trained images data and similarity is measured using the metric of Euclidean distance. The retrieved resultant images are displayed on Graphical User Interface. The results are comparatively higher with the existing systems. The proposed work is also compared with Google’s Image retrieval system for random query images and our proposed work has shown a better performance by 14.27%.
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I. INTRODUCTION

In current scenario of growth rate in digital images on the world wide web, it is a complex process to search for images of similar type, which is one of the major active topics in computer vision area. With the traditional systems, retrieval of similar images is performed by selecting the local and / or global features of an image like SIFT [3] or BoVW [4]. These traditional image retrieval systems perform well for images when the number of images is less in number. But for large image repositories or collections, these methods do not show a higher accuracy of retrieval of similar images [1]. The recent methods like conventional neural network (CNNs) uses unsupervised learning techniques and the model is trained with several parameters like learning rate, error rate, loss function, number of epochs the model is to be trained, etc [2]. These models have shown a better performance in terms of classification of images and retrieval of similar images from large image collections or repositories. The neural networks consist of three layers namely input layer, hidden layer and output layer as shown in figure 1. The hidden layer can have more than one layer for performing different operations like filtering, edge detections, color extraction, corners detection, texture recognition, etc., are applied on images to extract these features. Such hidden layers can be enhanced to a larger number in order to get higher performance results.

Such a model that has several layers to form a deep network is termed as Deep Convolution Neural Networks (DCNNs) or Deep learning models. These DCNNs can be used as feature extractors in order to match or compare the features of query and repository images during similar image retrievals.

In deep networks, as the number of hidden layers is increased, then there can be a point beyond which if any layers are added the performance may not increase further and reaches a saturation or there can be a degradation in the performances too. Such a limitation is a bottleneck for further improving the network model by adding more layers. Such degradation of the system is due to vanishing gradients problem. This degradation can be overcome using skip-connections model called Residual Neural Network model (ResNet) and was proposed by Microsoft Research Team [5] and is the winner of ImageNet challenge during 2015. In this paper, we have proposed the work using the Residual Neural Network that uses deep learning model that have a total of 18 layers and hence referred to as ResNet18 model.

The rest of the paper is organized as: in section II the related works have been described in brief and section III presents the proposed architecture and technique in detail, while in section IV experimental results and discussions are given. Finally, in section V, conclusions are drawn and some ideas for future work is discussed.

II. RELATED WORKS

The content-based image retrieval (CBIR) system are implemented using different techniques in the recent decades. The CBIR systems uses different features available in images like color, shape and textures [9, 10, 11, 12] and few of these features are invariant to local transformations or scaling [7]. The bag of visual words (BoVW) as described in [3] are used for retrieval of images with a histogram of color bins that form the feature bags or patterns for the whole dataset.

Figure 1 General Convolutional Neural Network
Deep Residual Networks is used along with kernel-based supervised hashing to form a framework in [14]. This framework uses the learning capabilities of ResNet to mine deep features that are hidden in the image and extract them as feature descriptors, thereby enhancing the visual expressions of images. On the other hand, the kernel-based supervised hashing learns from the high-dimensional image feature and map into low-dimensional hamming space and resulting in compact Hash codes. These codes are used in image retrieval using low-dimensional hamming space. The datasets used to carry out the experiments are MNIST, CIFAR-10 & 100, Caltech 256.

Training of the CNN models requires a large collection of images as well information associated with the images in the form of annotations. These annotations are tedious task when any human needs to accomplish it by manually filling the description related to hundreds of thousands of images in a collection. Hence, there needs a mechanism to automate such a tedious work using CNN model or fine tuning of existing system [15]. The fine tuning of CNN is proposed using a reconstructed 3D models obtained using retrieval and structure-from-motion methods. This helps in guiding the selection using training data. It is observed that in this work, descriptor whitening discriminatively learned by CNN model has outperformed normal PCA whitening. A novel trainable Generalized-Mean (GeM) pooling layer is proposed that generalizes the max-pool and average pool techniques and boosts retrieval performance on VGG network.

Image classification using different deep learning techniques is briefed with various datasets [16]. Comparison of the transfer learning, CNN deep learning and others are listed for experiments conducted for AlexNet, GoogleNet, ResNet, etc., providing an insight of deep learning techniques.

The multimodal retrieval technique is explored with single modality query and retrieval from a collection of multiple modalities. The technique uses two layers, embedding and relevance matching layers, that is used for training and matching of images. Further, nearest neighbour is used to retrieve relevant images [17].

The deep learning methods are applied on medical images too, in which the dimensions of the images 2D and 3D, the CNNs applied on such images are termed as 2D, 2.5D and 3D CNN models [18]. The CNNs with 2D images uses 2D filters and in case of 2.5D CNNs, it provides detailed spatial information of neighbouring pixels and reduces the training cost as compared with 3D model.

III. ARCHITECTURE AND TECHNIQUES

A. Architecture of the proposed work

The architecture of the system shown in figure 2, comprises of the following modules:

- **GUI** – It is client-side module, used for user interaction with the CBIR system. The interface provides the user with input query image by selecting image from the repository or any image of their choice and submit it.

- **Training and feature extraction** – In this, the ResNet18 model is used to train the images and to extract features. These

![Figure 2. Proposed CBIR Architecture of Distributed Client-Server Model for CBIR System](image)
extracted features are stored in features database for future usage.

- **Database** – Here, all the features extracted by feature extraction module are stored for image retrieval.
- **Similarity** – This module compares features of a query and the features that are already stored in the features database to find the similarity. Later, based on similarity, images are ranked and displayed on the GUI on client side.
- **Web Image Crawler** – This module is invoked whenever a new class of a query image is submitted by the user and an update of the repository is needed.
- **Image repository** – This module is used to store images downloaded from WWW using crawler.

**B. ResNet18 model**

The Residual Neural Network (ResNet) model was first proposed by Microsoft Research Team [5] and is the winner of ImageNet challenge during 2015. The ResNet is built to overcome the degradation of performance of the network when layers are deeply stacked in the neural network. The single residual block or skip connection used in ResNet is as shown in the figure 3.

![Figure 3 Single residual block or Skipped connections](image)

The skip connections or residual blocks are used to overcome the vanishing gradient problems in deep networks. In the above residual block, the network instead of learning from \( x \rightarrow F(x) \), it learns from \( x \rightarrow F(x) + x \) mapping, where \( x \) is the identity function \( G(x) \) and the connection is referred to as shortcut or skip connection. Thus, we have the mapping as \( x \rightarrow F(x) + G(x) \), if both input \( x \) and output \( F(x) \) have same dimensions.

In our proposed work, there are 18 layers used for constructing the ResNet model and hence referred to as ResNet18 as shown in figure 4.

![Figure 4 Basic ResNet18 Architecture](image)

The ResNet18 model has the first two layers as 7×7 convolution layer of 64 output channels, with stride as 2 and a max pool layer with 3×3 is used. The next layer is max pool with 3×3 size and with a stride of 2. The batch normalization layer is added after each convolutional layer in the residual block.

The ReLU activation function \( y = \max(0,x) \) is used to determine to reduce the unwanted neurons and makes the activations sparse and efficient. This ReLu function has a slope for \( x>0 \) else zero for \( x \leq 0 \).

**C. Techniques**

The features of a query image are similarly extracted and compared with the features in database. The score obtained for all retrieved images are ranked for similarity and sorted in descending order. These images are displayed on GUI in the client side interface. This model is tested and evaluated for 10,000 images of 50 categories, 20,000 images of 100 categories, 30,000 images of 150 categories, 40,000 images of 200 categories and finally for 50,000 images belonging to 250 categories with sample query images. The algorithm I shows the implementation of the CBIR system using ResNet18 model.

**Algorithm I: CBIR using ResNet18 Model**

1. **Step 1**: Train the model with 100 categories for 80% images in them and 20% for testing to fix up the weights.
2. **Step 2**: Load the previously trained ResNet18 as feature extractor
3. **Step 3**: Input a query image \( q \)
4. **Step 4**: Extract features of \( q \) using feature extractor
5. **Step 5**: For every feature \( r \) of images in repository calculate Euclidean distance \( d \) between \( q \) and \( r \)
   
   - if \( d \leq 0.15 \) then //85% similarity
D. Performance Metric

The Euclidean distance is used as similarity metric as given in the equation (6.7).

\[ d(q,r) = \sqrt{\sum_{i=1}^{n} (q_i - r_i)^2} \]

where \( q \) is query and \( r \) is repository image.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

The following table shows the results obtained in terms of average precision value for number of images ranging from 10,000 to 50,000.

<table>
<thead>
<tr>
<th>Image dataset (size)</th>
<th>Average Precision Value (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000</td>
<td>98.51</td>
</tr>
<tr>
<td>20,000</td>
<td>95.86</td>
</tr>
<tr>
<td>30,000</td>
<td>95.10</td>
</tr>
<tr>
<td>40,000</td>
<td>96.62</td>
</tr>
<tr>
<td>50,000</td>
<td>94.27</td>
</tr>
</tbody>
</table>

Few sample images retrieved using the proposed model is shown in the following figures 5 to 10.
The working of crawler module in the CBIR system is invoked automatically whenever a new category of query image is searched. Then, the inbuilt crawler downloads the required images from the web and the time taken for downloading depends upon the Internet bandwidth, size of image, etc. An example of the same is shown in the figures 11 to 14.

After the crawler downloads, the ResNet18 model, extracts the features and stores them for future retrieval process using the CBIR system. The above query image is provided to the CBIR system, then it retrieves similar images and is as shown in the figures 15 to 18.

The proposed system is evaluated with sample images as query and output values of average precision obtained are tabulated. The Google image search engine uses the CBIR technique and text-based search as well. A comparison of precision values obtained for sample images that are provided as query images to both the proposed CBIR system and Google’s image search engine is shown in figures (19 to 31) below.
Figure 19 Google search page for Sunflower

Figure 20 Sunflower result - Google page 1

Figure 21 Sunflower result - Google page 3

Figure 22 Sunflower result from proposed system - page 1

Figure 23 Sunflower result from proposed system - page 4

Figure 24 Google search page for Apple

Figure 25 Apple - Google page 1

Figure 26 Apple result from proposed system - page 1
Figure 27 Apple result from proposed system - page 4

Figure 28 Sunflower - Google page 1

Figure 29 Sunflower - Google page 3

Figure 30 Sunflower result from proposed system - page 1

Figure 31 Sunflower result from proposed system - page 3

Table 2 Average Precision values obtained for Google image search against proposed work

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Category Query</th>
<th>Google Image Search (unknown data size)</th>
<th>Proposed Work (50,000 images)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of images relevant to query image</td>
<td>No. of images retrieved</td>
<td>Precision %</td>
</tr>
<tr>
<td>1</td>
<td>Red Rose</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>2</td>
<td>Horse</td>
<td>78</td>
<td>81</td>
</tr>
<tr>
<td>3</td>
<td>Tripod</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>Swan</td>
<td>71</td>
<td>79</td>
</tr>
<tr>
<td>5</td>
<td>Elephants</td>
<td>73</td>
<td>80</td>
</tr>
</tbody>
</table>
The performance of the proposed system is also compared with the other existing works as in table 3 and graphical representation of the comparison is shown in figure 32. The data size used for the study are also listed.

Table 3 Comparison of existing works and proposed work in terms of average precision value

<table>
<thead>
<tr>
<th>Works</th>
<th>Data set Size</th>
<th>Average Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L.K. Pavithra et. al. [6], 2018</td>
<td>10,000</td>
<td>83.55</td>
</tr>
<tr>
<td>Rajkumar et. al. [7], 2019</td>
<td>1,000</td>
<td>84.20</td>
</tr>
<tr>
<td>Google Image Search</td>
<td>Unknown</td>
<td>84.30</td>
</tr>
<tr>
<td>Guang-Hai et. al. [8], 2019</td>
<td>10,000</td>
<td>86.80</td>
</tr>
<tr>
<td>Purohit et. al. [9], 2015</td>
<td>10,000</td>
<td>98.41</td>
</tr>
<tr>
<td>Proposed work</td>
<td>50,000</td>
<td>98.57</td>
</tr>
</tbody>
</table>

As future work, the experiment can be conducted on different datasets, increase the number of layers and evaluate the performances.
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