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Abstract: Software development is a multitasking activity by an individual or group of team. Every one activity engages diverse tasks and complication. To accomplish quality improvement, it is essential to make every activity task free of defects. But locating and correcting defects is more expensive and time-intense. In the past, many potential methods have been used to predict potential drawbacks in the program based on the theory of probability facts. Because the probability method applies a random variable and probability distributions to find a solution, the result is always in a possible range that can be true at some time or may also be wrong. Therefore, an additional calculation method coupled with the probability of making it more accurate and new in predicting the defect of the program. In this paper, we propose a Probabilistic and Deterministic based Defect Prediction (PD-DP) through Defect Association Learning (DAL). The PD-DP implements a Probability association method (PAM) and Deterministic association method (DAM) to predict the software defect accurately in software development. The experimental evaluation of the PP-DP in compare to existing prediction methods shows enhancement in prediction accuracy.
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I. INTRODUCTION

This software program is an integral and vital part of any domain system. It is important to develop quality programs for reliable and secure systems. A good software system should improve its important functions and innovations. However, providing high quality, reliable software requires a lot of time and effort in verification, validation, and security. However, it is very difficult to measure the time and effort required for software engineering and fault prediction [1], [2]. Association rule-based mining [3] is a universal study of data mining techniques to identify important correlations [4] between records. The first attempt to mine groups of objects focuses on finding patterns that monitor the frequency in a common set of objects based on thresholds for supporting source data.

The construction of a fast and accurate classification for defective records is an essential task for data mining and knowledge discovery [5]. Most of the existing association rules based on classifiers have a higher classification accuracy but are often based on the object set's support and confidence rules. Therefore, some likely changes may have to be made in associative learning the recorded defect prediction to have a suitable classification for the efficient defect forecast. It has been investigated that deterministic models [6], [7] are used very effectively in the real process to predict the unambiguous or exact match results. In real-time applications such as "Facebook", "Google Apps", and "Twitter", users can easily be assigned deterministically for the various analysis and predictions. In a deterministic model, the substantial concerns are utilized to predict a near-precise result, while in a "non-deterministic model", these reflections are applied to predict a likely result in a probability distribution.

In this task, a probabilistic based association learning method [8] for the efficient learning of defects should support the improvisation of the defect classifier accuracy. The frequent defect pattern is exploited against a "Bayesian probability" approximation method [9] to evaluate the reliability of the probability association between the defective classes. The defect classes and attributes are defined in a presentation tree to correlate the allocation gain with the predicted defect attributes.

The success of a defect-prediction model depends on whether the neglected element is not really important to investigate in the underlying phenomenon. It is also very difficult to ensure that a particular mathematical model is appropriate before some observations are tested. To infer the accuracy of the proposed models, it is essential to test the model results through actual observations under different conditions. So it is very important to understand the defect attributes of a system with a certain determinism decision to enhance in the real-time defect prediction. In this proposal, we present a Probabilistic and Deterministic based Defect Prediction (PD-DP) through Defect Association Learning (DAL), where a determinism method will confirm the defect predicted of a probabilistic method to overcome the probable solution of the prediction. The following organized into five sections. In the section-2 the related works in relevance to the proposal was discussed, in section-3 the proposed PD-DP methodology and DAL process is presented, in section-4 it presents the experimental evaluation and the results analysis comparison, and in section-5 it presents the conclusion.
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II. RELATED WORK

In the past, many software technologies [10], [11] have been developed to support "log-based defect analysis" and the integration of modern capture techniques for the processing and modeling of historical data, such as "MEADEP" [12], "Analyze NOW" [13] and "SEC" [14]. However, "log-based analysis" is not sustained by completely automated practices, so most analyst protocol processing campaigns rely on often limited system knowledge. For example, in [15] authors have identified a complex algorithm to restart the operating system from the record to select it from the sequential analysis of log information. In addition, because a bug in activating multiple messages in the log causes a large load, the entries lead to the same results that are incorporated into the same defect representation. Pre-treatment tasks are necessary to analyze fine defects [16]. While in many case studies [17], [18], [19] the defect forecast when applying for the industry, only a few estimated studies were reported to reduce test effort or software quality through early detection of software defects. T. Mendes et. [20] suggested that the effort should be measured to assess the accuracy of the prediction of defects. While traditional metrics such as "recall", "accuracy", and "ROC curves" ignore the cost of quality assurance, it is assumed that auditing or verifying a unit is almost proportional to size. C. F. Kemerer et al. [21] examined the effect of the verification rate on software quality, while the control unit considered a comprehensive set of factors that could affect the analysis. The data arrives from the "personal software process (PSP)", which is carried out through inspections, which are the activities of the various development group. In particular, the design and review rates of the PSP code are the same as the setup cycles for inspections.

The "Association Learning methods" [22] in the process of execution makes to learn the terms of the value of attributes that often occur in a record. Standard assignment rules are a certain type of assignment rules, which are designed for a group of records that are illustrated by a group of attributes, the order assignment rules determine the order of relationships between the attributes of the record that apply to an assured percentage of the records. In real-world datasets, attributes exist with other domains and associations amid them as ordinal numbers. In such cases, association rules are not strong sufficient to explain the regularity of data. As a result, rules for relational associations [23] were introduced to capture different types of relationships between log and captured data attributes.

Defect Prediction Model Illustration

The possible defect prediction models are usually categorized into two types of probabilities: "non-deterministic or probabilistic models" and "deterministic models".

A. Probabilistic Models

Probabilistic methods or models [24], [25] rely on the fact that probability theory or randomization plays an important role in predicting upcoming events. The reverse is determinism, a random reflection - suggest that to some extent if it predicted precisely, exclusive of the additional complexity of unpredictability. It has a "random variables" and "probability distributions" are integrated into the event or phenomenon model. While the peremptory model provides one probable conclusion to an event, whereas the probabilistic model provides the probability distribution as a clarification. These models acquire the detail that they seldom recognize the whole thing concerning the situation. There is always a random element to be observed. For example, system operations depend on the functions we know for certain that perform some functions, but if a defect occurs it will fail, but we do not know when it can be or in any case. These models can be partial, partially random or completely random. Even software defects are also uncertain event has a significant impact on the system. In such a case, the probability models may be combined to determine the potential impact more useful.

The probabilistic method presented by Paul Erdős for the first time [26] presents a means proving the survival of a formation with definite characteristics. The thought is to construct a random space and to prove that the selection of a random element has the positive properties required for any random element in space. This method is extensively utilized in a diversity of fields which including "statistical physics", "quantum mechanics", and "theoretical computer science". In a non-deterministic model, the circumstances in which the experiment is observed will determine only the probabilistic behavior of the observed result. For example, we would like to determine the amount of rainfall due to a particular storm system passing through a specific location. Tools that record precipitation is available. Meteorology might provide important information about the nearby storm system, atmospheric pressure at different points, changes in pressure, origin and direction of the storm, and so on. But this information does not make it possible to accurately determine such rainfall. This phenomenon does not lead to an inevitable approach, but rather to a probability model that describes the phenomenon more precisely. Thus, while deterministic models use physical considerations to predict almost accurate results, non-deterministic models use these considerations to predict more probability distributions.

Let's assume that the software consists of three modules: A, B, and C. One of these modules has been found to be faulty because the system is not functioning abnormally. If the system cannot correct the correct module, time and money can be lost. In this case, all modules must rest to anticipate actual defects. If we think that a failure prediction model has knowledge of defects similar to those of the past, then the likelihood of a prediction may be true or false, and to overcome such a combination of probabilistic methodologies, it is necessary to make predictions. The probability depends on the knowledge of the system rather than the "real" possibility.

Probabilistic models typically identify defect gaps based on algorithms and assume project-to-project flaws. Most results show up to 90% of the correct prediction rate. However, the key to achieving accurate probability matching is to correlate defects or defects using defect profiles that contain highly specific and relevant information.
Project module versions are accessed using different types of hardware interface devices, but all have the same IP address. In such cases, it is difficult to identify and match the defects in a probable manner. Therefore, additional information knowledge can be an additional consideration in all project modules to predict the exact defect.

B. Deterministic Models

In the deterministic model [6], [7], it is assumed that the actual result (value or other value) is determined by the conditions under which the experiment is performed. For example, running a program in a simple module becomes a predictive model that describes the observable flow of the program. The model predicts the value of the variable as soon as the input variable is provided. If you perform the above experiment multiple times, you can expect similar output values using variable inputs. It can be very small if the deviations that can occur are not likely to occur in the system. It is important to note that probability and determinism are not mutually exclusive. The system can be quite specific, but only the probabilities within peremptory systems can be assessed. In other words, the probabilistic theory does not imply the inevitability of the use of defects / non-specificity in the development of software systems. The probability is not "currently" other than what is actually in the system by default. The defect is actually 100% in the module program, but the probability based on the hypothesis can overlook the existence of a defect.

F. Chang et al. [27] present a static analysis of the three main aspects of an advanced industrial software system analyzed by Nortel Networks determines the extent to which it is able to support the high-quality artifacts in economic production, investigate defects and lose customer reports through static analysis. Data show that automated static analysis is the appropriate way to detect software defects. The identification and investigation of defects through automated static analysis by means of "Orthogonal defect classification" systems which allow subsequent program creation steps to focus on more complex, functional and logarithmic defects.

T. Khoshgovar et al. [28] proposed a model for testing software quality features based on a list of future and defect density units. Typical defective inputs raise software complexity metrics in terms of LOC, various unique operators, and process complexity. Perform the following gradual regression to find weights for each factor. It uses the object-oriented scales to predict categories that may include defects and predict the defect-prone groups using PCA with logistic regression. S. Morasca et al. [29] predict defective units are expected to use coarse group theory and logistic regression in business programs.

P. L. Li et al. [30] in the "ABB Inc." presented the experience of predicting application defects. The experiment is a practical question concerning how to choose the correct modeling method and how to estimate the correctness of the forecasts for the different versions of the development.

III. PROBABILISTIC AND DETERMINISTIC BASED DEFECT PREDICTION

Defect prediction mostly performed based on past defects observation in different software development. As the development of software does not follow a common guideline or measures for specific domains, due to which the variation of defect kinds generates. So, it is essential to learn these defects kinds precisely to minimize these defects in development. We propose a Probabilistic and Deterministic based Defect Prediction (PD-DP) through the Defect Association Learning (DAL) based on attributes association measures as shown in Fig. 1. The process of DAL generates a knowledge of defect associated attributes which can be utilized for defect prediction. The integration of Probability and Deterministic association method makes a probable prediction to a definite prediction. In the following sections, we describe the functionality of the methods in details.

Fig.1: System Architecture for PD-DP mechanism

A. Defect Association Learning (DAL)

The information knowledge discovery is broadly used multiple data mining approaches in integration for data analysis, such as Associative Classification approach [31]. An associative Classification is an effective approach for building classifier [32]. It is a novel and strong approach based on association rule mining. It mostly utilized small and qualified association rules for prediction, decision, and classification.

To understand the base association among the defects it necessary to build associated rules using multiple attributes patterns for accurate prediction through a Defect Association Learning (DAL). The DAL method combines the highly defect associated patterns obtained from multiple domain defects sets of different datasets to form a combined rules patterns which will be highly efficient for defect prediction and useful for decision making. It implements two mechanisms
to build effective prediction rules. It initially finds the highly associated attributes through attribute reduction mechanism and the reduced attributes patterns are generated, which are combined to form the efficient defect prediction rules.

The attribute reduction is an effective mechanism to find highly interesting attributes required for the prediction. Some attributes might have abundant redundancy of data due to the inconsistency of resource generated. The process of DAL measures each attributes association using a "Covariance Deviation (CD)" measure [33] to find the highly impacting defect attributes. In such case, for a given two attributes we compute the strong association implies using a probability and statically CD between two or more attributes.

Let’s assume, X and Y are the two attributes having a unique set of k values as (x_1,y_1), . . . , (x_k,y_k)), and the entropy, E of these values of X as E(X) and Y as E(Y) is computed using the Eq. (1) and Eq. (2) as,

\[ E(\chi) = \bar{X} = \frac{\sum_{i=1}^{k} X_i}{k} \]  
\[ E(\gamma) = \bar{Y} = \frac{\sum_{i=1}^{k} Y_i}{k} \]

Based on the computed E of the attribute we compute each attributes CD variance using Eq. (3) as,

\[ CD_A = \sum_{i=1}^{k} H(X) - H(Y) \]  

Utilizing the attributes CD values it creates sets of attributes as, F which are >=1. The attributes which CD value is < 1 are considered as low variance and less impact on prediction and the attributes which are >=1 are considered as high variance and have impacts on prediction. Now, using the generated F from the reduced and associated attributes, it will build the required defect associated attributes for prediction of each defect. This will minimize the computational overhead and provide efficient prediction rules.

B. Probabilistic and Deterministic based Defect Prediction

The existing prediction classifiers [34] are mainly based on the association rule mining patterns. These rules are mostly learned from a set of data instances which are trained and labeled, and this learning is applied for the new data instance for the classification. In similar to this, the proposed Probabilistic and Deterministic based Defect Prediction (PD-DP) perform the prediction utilizing the trained knowledge data obtained from DAL in the form of the reduced attributes set as F, and its unique item sets to generate each attribute pattern to perform PD-DP. The process of PD-DP implements two methods to enhance the potential of defect prediction as, (1) a Probabilistic association method (PAM), and (2) a Deterministic association method (DAM) as discussed below.

**Probabilistic Association Method**

Let’s assume a set a defect datasets as, D_n having an F reduced attributes sets which build a P pattern for the defect prediction using attributes values. To generate the individual patterns for each attributes it utilize a DAL method using Eq. (4) as,

\[ P_n = R(F_k) \]  

where “P_n" "→ is the extracted pattern of each attribute and n=1, ..., N, “R" "→ is the data processing method used for itemset extraction and "F_k" "→ is the defect attributes value from k=1, .... , K.

The obtain patterns as P_n of each attribute as F_k will merge to generate a combined pattern as P_k for each dataset of D_n.

\[ P_k = C_P(P_n) \]

Using, the equation (4) and (5), a new defect prediction rule will be formed for all dataset, D_n in the combine as,

\[ P_n = R(F_1 \land \ldots \land F_k) \rightarrow A_k \]  
\[ P : = C(P_n \land \ldots \land P_k) \rightarrow Q \]

where,”A_k" "→ is referred to as associated patterns, and “ Q " "→ is referred to as qualified patterns for the defect prediction rules. If the attributes are associated with the test data itemsets then the data record is considered a defect, i.e., considered as "True Positive", and it is further qualified for the decision making through a deterministic method.

**Deterministic Association Method**

A deterministic association method (DAM) perform the defective data prediction utilizing the PAM generated associated defected records. Let’s assume a set of test data predicted as defected through PAM as Z_k , having F attributes. As the initial attributes pattern extraction using Eq. (4) generates P_n patterns which will be combined using Eq. (5) to get the combined pattern of the input data records is presented in Eq. (8) and Eq. (9).

\[ P_n = R(F_1, \ldots, F_k) \]  
\[ P_k = C_P(P_n) \]

Now, to have a definite prediction using deterministic association method we compute the correlation of the patterns of each predicted records as E. obtain through the PAM, by measuring the "Support", "Confidence", and "Lift" using Eq. (10), (11), and (12).

\[ Support = \text{Prob}(E \land Q) \]  
\[ Confidence = \text{Prob}(E \land Q) / (\text{Prob}(E)) \]  
\[ Lift = \text{Prob}(E \land Q) / (\text{Prob}(E) \times \text{Prob}(Q)) \]

The measure of Lift using Eq. (12) present the deterministic of the prediction. If the lift value is less than one with the DAL...
generated $Q$ rules patterns, then the prediction is considered is negative, and if the value is greater or equal to one then it is positively correlated with the prediction rules and qualifies as accurate defect prediction.

In the following section evaluate the proposed methods over a "NASA PROMISE repository" [35].

IV. EXPERIMENTAL EVALUATION

A. Datasets

The dataset is collected from the "NASA PROMISE repository" [35] of the dataset as "PC1, PC2, CM1, KC3, and JM1" are used to evaluate the proposed operation. All data sets have different attributes, modules, and defect ratios. Descriptions for each data set are shown in Table 1.

<table>
<thead>
<tr>
<th>Modules</th>
<th>Number of Instances</th>
<th>% of defects</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>759</td>
<td>8.1%</td>
</tr>
<tr>
<td>PC2</td>
<td>1585</td>
<td>1.0%</td>
</tr>
<tr>
<td>CM1</td>
<td>327</td>
<td>12.8%</td>
</tr>
<tr>
<td>KC3</td>
<td>200</td>
<td>18.0%</td>
</tr>
<tr>
<td>JM1</td>
<td>9371</td>
<td>18.5%</td>
</tr>
</tbody>
</table>

The data records are presented with the class value (defects) as "false" or "true". The "false" states that the module may have or not one or more defect, whereas "true" states that it is reported defects. These datasets are evaluated in comparison with few existing probabilistic based classifiers as, "BayesNet", "NaiveBayes", "JRip", and "OneR". To perform the evaluation analysis we implement the DAL method using java and performance evaluation is measured using Weka-3.6 Tool.

B. Result Evaluation

Based on the attributes patterns selected through DAL we implement the PD-DP mechanism to evaluate the defect prediction accuracy in comparison to the existing classifiers. To outcome measure of the classifier performance are presented in Table-2 below.

The comparison of defect prediction accuracy among the classifiers is shown in Fig.2. It shows that PD-DP approach achieves an average of 6% higher accuracy with a lower defect rate. The improvisation is due to the accurate attribute selection through DAL and accurately predicting the defected records through the discriminated method with a 2% support, confidence and lift measures.

The comparison of relative absolute defect comparison is shown in Fig.3. The proposed PD-DP shows a lower defect rate in comparison. The BayesNet, JRip, and OneR are averagely showing similar accuracy and error rate, whereas NaiveBayes showing better prediction accuracy but an average of 3% low in compare to PD-DP. As NaiveBayes and PD-DP both apply probability approach initially but the integration deterministic method enhances the prediction accuracy in comparison.
V. CONCLUSION
This paper proposes a Probabilistic and Deterministic based Defect Prediction (PD-DP) through Defect Association Learning (DAL). The DAL process associates the defect attributes through measuring the Covariance Deviation between the attributes to find the highly impacting attributes for the defect prediction. The learned knowledge pattern of each defect is utilized for defect prediction. The PD-DP implements two methods to do accurate defect prediction. First, a Probability association method is implemented to associate the test data probability to a defect pattern through DAL and classify it as defective or non-defective according to the attribute association to the DAL patterns. Later, it implements a Deterministic association method to predict the software defect accurately in software development. It computes the deterministic of the probable defect predicted data through support, confidence and lift measures. The experimental evaluation shows an improvisation inaccuracy and low error rate in comparison with existing classifier approaches. The improvisation in the defect prediction will be effective in software development in the enterprise-level organization projects for critical defect analysis and decision making.
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