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Abstract: Task distribution and VM (virtual machine) management are the foremost requirements for efficient resource utilization and ensuring SLO (service level objective) of a cloud computing system. To achieve this, it is important to configure VMs depending upon the requirements of the tasks, find proper VM-Task pairs to distribute the tasks over VMs and control the status of VMs. In this paper, a type-II fuzzy logic controller (FLC) based cloud resource management approach is presented. The presented approach contains four type-II FLCs based decision-making systems. The proposed algorithm firstly try to find the most suitable VM-task pair for task assignment, secondly, if it fails in the first step, then it creates a new VM with an appropriate configuration for the given task, at last, it controls the status (Active, Sleep, Shutdown, and Terminate) of running VMs based on their activities and resources utilization to free up resources and reduce power consumption. The simulation result shows that the proposed cloud VM management and task algorithm provides better QoS (quality of service), reduces the resources and power requirement.
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I. INTRODUCTION

Because of their ability to deliver reliable, flexible and scalable computational power, cloud computing systems are increasingly being used by industry, government, and academia [1]. Cloud computing systems offer a wide range of advantages for application deployment, in particular, the ability to provide a vast number of resources with a pay-per-use pricing scheme [2]. Cloud computing utilizes virtualization technology for providing facilities of infrastructure, application, and software services [3]. The virtualization platform manages the virtual machines (VMs) for running the applications or services inside a cloud environment. VMs are the virtual instance of a computer system that runs over a layer abstracted from the actual hardware and is created by virtually assigning and organizing the physical resources [3]. The cloud service provider guarantees the minimum Quality of Service (QoS) level, also known as the Service Level Objective (SLO) [4, 5]. Maintaining the SLO is a challenging task, particularly under dynamic load conditions [6]. Increasing resources may be the one possible approach to achieving the SLO, but this will raise the cloud’s installation as well as the maintenance and running costs. Another approach is to efficiently utilize the available resources, although this approach does not raise the cost but requires a complex algorithm to dynamically handle the limited resources. Such algorithms need proactive control of VMs configuration, VMs status and task distribution based on current workload requirements, power-saving policies, task queue length, and SLO. In this paper, a type-II fuzzy logic controller (FLC) [7] based approach is presented to achieve such controlling of VMs. The type-II FLC is a modified version of type-I FLC, it was introduced to handle the uncertainties in defining the membership functions with crisp boundaries. The supremacy of type-II over type-I FLC for control problems is already validated in [8].

The rest of the paper is structured as follows. Section 2.0 gives a brief review of the literature. Section 3.0 provides a type-II FLC’s overview. Section 4.0 describes the architecture of the proposed system. Section 5.0 presents the simulation results with detailed analysis. Finally, in section 6.0 conclusion and the possibilities of future work are discussed.

II. LITERATURE REVIEW

Several techniques have been proposed for efficient resource utilization and task distribution in cloud computing. In literature, this problem is mostly handled as an optimization problem [9-14] that finds the optimal VM-task pairs which satisfy the objectives (such as QoS, power requirement, processing cost). Although in literature [9-14] optimization is in common, however different optimization techniques are utilized. Like in [9] ant colony optimization (ACO) algorithm based task scheduling is presented which is mainly targeted to achieve green computing (power reduction). In [10] Honey-Bee behavior (HBB) based optimization technique is used to achieve load balancing over available VMs, the presented algorithm also includes the assure handling of task priorities. In [11] a survey of particle swarm optimization (PSO) based scheduling algorithms are discussed. Similarly in [12], [13], and [14], multi-population genetic algorithm, improved harmony search optimization, and cuckoo search algorithm are utilized respectively. As it is already clear that resource utilization and task distribution involves multiple objectives, hence using multi-objective optimization algorithms could help in achieving multiple goals simultaneously.
Knowing the advantages of multi-objective optimization many authors [15-17] adopted this approach. The multi-objective particle swarm optimization presented in [15] tackles three conflicting objectives named as revenue maximization for the service provider, cost minimization for users and maintaining QoS simultaneously. Ant colony based multi-objective optimization algorithm presented in [16], considers two objectives named as performance and cost, under two constraints, makespan (job completion time) and user’s budget. While in [17] makespan, cost and resource utilization are taken as objectives and a multi-objective-oriented cuckoo search algorithm is taken for optimization. Apart from optimization and other iterative algorithms, Fuzzy Logic Controllers (FLCs) emerges as a non-iterative and efficient approach, many control and decision-making systems in industrial and domestic applications, using fuzzy logic controllers have been successfully implemented [18-20]. In [21] the fuzzy logic controller based VM selection algorithm to assign the upcoming task, under imprecise memory, bandwidth and disk space specifications. A simple VM allocation method using Fuzzy logic controllers based on Mamdani and Sugeno inference processes is presented in [22]. Type-I and type-II fuzzy logic controllers for load balance and availability (virtual execution unit (VEU)) prediction are presented in [23] for virtual data centers (VDC) with the uncertain workload and uncertain availability of VEU nodes. The job scheduling algorithm which uses fuzzy logic with the genetic algorithm to reduce the iterations is presented in [24]. A task scheduling algorithm that combines particle swarm optimization and fuzzy logic to optimize makespan and waiting time is presented in [25]. Another algorithm with similar objectives but using the genetic algorithm and fuzzy logic is presented in [26].

III. FUZZY LOGIC SYSTEM

In traditional crisp set theory an element can either be a member of a set or not, there is no way by which an element may comprise partial degree of memberships with multiple sets. Because of this in many practical scenario the crisp set definitions are naturally unsuitable [27]. The fuzzy logic uses the fuzzy set concept to solve the complex problems. The Fuzzy logic is a method where a variable may belongs to multiple classes simultaneously with certain degree of membership which is specified by membership function. The fuzzy logic makes decisions using linguistic variables [28]. It is particularly useful in problems where information cannot be precisely described, but it can be approximated by some broad definitions. Fuzzy-logic has been adopted in science industrial and domestic applications due to its simplicity and performance

A. Type-I Fuzzy Logic System

The most common form of fuzzy logic system is type-I, it was firstly proposed by Professor Lofti Zadeh [26]. A typical architecture of type-I FLC is presented in fig. 1, which comprises of six functional blocks: Crisp Input, Fuzzifier, Fuzzy Rule Base, Inference Engine, Defuzzifier, and Crisp Output.

Crisp Input: this is the input interface of the FLC with external environment, from where it receives the crisp data for decision making or controlling.

Fuzzification: Fuzzification is the method of translating the crisp values in terms of degree of membership with fuzzy sets. The degree of membership is determined by the membership functions. Fuzzification enables the linguistic representation of crisp data.

In fig. 2, an example of determining the membership of velocity with fuzzy sets L (Low), M (Medium) and H (High). The figure shows that for velocity 28 m/s (black line vertical), the membership values for L, M, and H fuzzy sets are 0.75 (red line horizontal), 0.25 (green line horizontal) and 0 respectively. For the simplicity in this example a triangular membership function is chosen, however a number of membership functions exists such as trapezoidal, bell-shaped, sigmoidal, etc. [29]. The selection of membership function depends upon the application and expert’s knowledge.

Fuzzy Rule Base: It stores the rules that linguistically connects the fuzzy inputs and outputs. It generally contains IF-THEN rules chain. For example, the rule base of an automatic vehicle speed controlling system may contains following rules:

- IF velocity is L, THEN set Accelerator to H
- IF velocity is M, THEN set Accelerator to M
- IF velocity is H, THEN set Accelerator to L

Here only three rules are shown however in practical system may contains hundreds of rules, also defining rules requires expertise knowledge about the field of application.

Inference Engine: It generates the fuzzy outputs by processing the fuzzy inputs according to the rules defined in rule base.

Defuzzifier: The inference engine produces fuzzy outputs, which must be transformed to a crisp value before it can be used with any non-fuzzy system.
The Defuzzifier is used to perform this conversion. De-Fuzzification can be carried out in many ways, such as the use of center of gravity, center of area, middle of maxima, and mean of maxima, etc. [29].

**B. Type-II Fuzzy Logic System**

Although the type-I FLC’s have been successfully used in many applications, it faces problems when applied on real world unstructured dynamic environments [7]. Such problems are caused by non-fuzzy (strictly defined) membership functions boundaries. Since the strictly defined membership functions boundaries cannot handle linguistic uncertainties.

For example, consider a type-I fuzzy set as presented in fig. 2, we can see that the velocity of 28 m/s has a 0.75 crisp membership with the linguistic label of “Low”. Hence if the input velocity is 28 m/s, then its membership to the “Low” in type-I set will be a strictly defined (certain) and crisp value of 0.75. However, the center and endpoints of shown triangular type-I fuzzy set will vary with the road type, the country, the context, the human preferences and other aspects and uncertainties. Hence, employing this linguistic label with a FLC to control the vehicle velocity, then the continuously tuning of type-I FLC would be needed, to handle all the confronted uncertainties. Alternatively, a group of separate type-I sets and type-I FLC will be needed to handle the each possible situation.

To overcome the limitations of type-I fuzzy system (FS), the general type-II FS uses a 3D membership functions with the x, y and z-axis are called primary variable, secondary variable and secondary MF (membership function) value and are denoted by x, u and \( \mu_A(x, u) \) respectively [31]. The secondary MF value at each point of the space bounded by lower membership function (LMF) and an upper membership function (UMF) is called its footprint of uncertainty (FOU). If the secondary MF value remains constant then the general type-II FS is called as interval type-II FS.

The rule base remains the same in type-2 FLC as in type-1 FLC. The inference engine incorporates the fired rules and provides a mapping of fuzzy sets from type-2 input to type-2 output fuzzy sets. Then the type-reducer handles the type-2 fuzzy outputs of the inference engine, which combines the output sets and performs a centroid calculation leading to type-1 fuzzy sets called the type-reduced sets. The iterative Karnik-Mendel (KM) technique is used to produce type-reduced fuzzy sets. The convergence of the KM method is proportional to the number of fired rules and can therefore cause the type-2 FLC to have a computational bottleneck. The type-reduced sets are then defuzzified (taking the type reduced set average) to obtain crisp output [7].

**IV. PROPOSED ALGORITHM**

This section describes the each component (as shown in fig. 5) of proposed algorithm.

**A. System Architecture**

The proposed system architecture is shown in fig.5 the system contains many functional blocks, however our main contribution is in four blocks of type-II fuzzy logic estimators. The block’s details are as follows:

- **Task Analyzer**: The functioning of this block is to extract:
  1. The Current Task Length: length of the current task in the queue in Mega Instructions (MI) and
  2. Task Priority: how quickly the task need to be served.

Information from task queue.

- **VM Activity Monitor**: The functioning of this block is to monitor the activity and configuration parameters of each VM. The three main observations taken by this block are:
  1. VM Demand: how many times a VM is accessed in a session,
  2. VM Current Load: the length of the currently executing task (in MI), remaining in the VM, and
  3. VM Configuration: the execution capacity of the VM in Mega Instructions per Second (MIPS).
**VM Status Controller:** The functioning of this block is to force the VMs to one of the following four states:
- **Active:** the VM is running and is either executing a task or waiting for a task,
- **Sleep:** the VM is formed and the resources have been acquired by VM, it is already booted but it’s all resource are forced to power saving mode,
- **Shutdown:** the VM’s resources are reserved, but in power off state, and
- **Terminate:** all the resources of VM is reclaimed by cloud, the VM no longer exists.

The status of a VM is decided by the input control signal coming from the VM Utilization Estimator block. This incoming signal is compared with three different threshold values related to the each state $\delta_{\text{sleep}}$, $\delta_{\text{shutdown}}$ and $\delta_{\text{terminate}}$ such that, $1 < \delta_{\text{sleep}} < \delta_{\text{shutdown}} < \delta_{\text{terminate}} < 0$. The mathematical representation is as follows:

$$V_{\text{status}} = \begin{cases} \text{Running}, & \text{if } VM_{\text{util}} > \delta_{\text{sleep}} \\ \text{Sleep}, & \text{if } \delta_{\text{sleep}} \geq VM_{\text{util}} > \delta_{\text{shutdown}} \\ \text{Shutdown}, & \text{if } \delta_{\text{shutdown}} \geq VM_{\text{util}} > \delta_{\text{terminate}} \\ \text{Terminate}, & \text{if } VM_{\text{util}} \leq \delta_{\text{terminate}} \end{cases}$$

**VM Selector:** The functioning of this block is to assign the current task to the selected VM according to the decision taken by Type-II Fuzzy Logic based Task-VM Pair Suitability Estimator block.

**Type-II Fuzzy Logic Decision Making System:** each fuzzy block used in this system produces a scalar value in a closed interval of $[0, 1]$. We proposed the use of four such blocks:

- **Task Requirements Estimator:** The work of this block is to estimate the resource demands of the task by using task execution length and priority as inputs. For example a long task with high priority can be interpreted as a long task need to execute as quickly as possible, which means the task demands a VM which can execute the task within the priority time, this ultimately indicated by the task requirement estimator as higher output value. The fuzzy system architecture for this block is shown in fig. (6), the purpose of the using triangular membership function is the consideration that both the input variables gradually changes their membership with different sets. The narrow peak (difference between UMF and LMF at peak) of membership functions shows greater certainty of value at center of each set.

- **VM Resource Estimator:** The work of this block is to estimate the current resources capability of a VM, by using VM configuration and Load as inputs. For example a VM configured using high speed processor with idle (no load) running state, can be interpreted as a high configuration VM ready to execute task immediately and quickly, which means the VM is capable to execute the long task within the priority time, this ultimately indicated by the VM resource estimator as higher output value. The fuzzy system architecture of this block is identical to the Task Requirement Estimator.

- **Task-VM Pair Suitability Estimator:** As explained above that the Task Requirements Estimator and VM Resource Estimator have demand and capability relation, this block estimates the suitability between task requirements and VM capability.
The fuzzy system architecture for this block is shown in fig. (7), the purpose of the using Pi-shaped membership function is the consideration that both the input variables gradually changes their membership initially and then after remains stable to moved set. The wider peak (difference between UMF and LMF at peak) of membership functions shows greater uncertainty of value at center of each set.

VM Utilization Estimator: The work of this block is to estimate controlling inclination of a VM status towards task or towards cloud, by using VM configuration and demand as inputs. The higher value from this estimator indicates that the VM status should be inclined towards cloud in terms of power or resources by forcing the VM status to sleep state, shutdown or terminate. On the other hand the lower value from this estimator indicates that the VM status should be inclined towards task or VM’s status should be controlled to benefit task in terms of readiness and compatibility by forcing the VM status to running state. The fuzzy system architecture for this block is shown in fig. (8), the also uses the Pi-shaped membership function like Task-VM Pair Stability Estimator, but with relatively smaller peak (difference between UMF and LMF at peak) of membership functions shows a bit greater certainty of value at center of each set. Furthermore, its surface plot is not symmetric but skewed toward VM Demand as we provided slightly more weight to VM Demand (for better QoS) than VM Configuration (for better power saving).
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construction details for VM Utilization Estimator, (a) Membership functions for Fuzzification of input variables, VM Demand, and (b) VM Configuration, both uses Pi-shaped membership functions having narrow fuzziness at bottom and average fuzziness at peaks, (c) shows the Rule Base for inputs and output relations (only AND rules are used), (d) shows the surface plot of the designed system.

B. Algorithm Explanation

The algorithm explanation needed following terminology:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_i )</td>
<td>Length of the task in queue.</td>
<td>This represents the number of instructions (cycles) required to execute the task. In this work the task length is taken in units of MI (millions of instructions).</td>
</tr>
<tr>
<td>( l_i )</td>
<td>Length of the task remaining in ( i^{th} ) VM.</td>
<td>This represents the number of instructions to be executed by a VM before starting the execution of a new task.</td>
</tr>
<tr>
<td>( p_i )</td>
<td>Processing Priority of ( i^{th} ) task.</td>
<td>Indicator of SLO for executing the task in given time frame. The guaranteed task completion time for the ( j^{th} ) Task is given as ( 1/p_j ).</td>
</tr>
<tr>
<td>( C_i )</td>
<td>Processing Capacity of ( i^{th} ) VM.</td>
<td>This represents the instructions executing rate of VM. In this work it is described in MIPS (millions of instructions per second).</td>
</tr>
<tr>
<td>( D_i )</td>
<td>Demand of ( i^{th} ) VM.</td>
<td>This represents the number of times a VM is selected for input task in a session.</td>
</tr>
<tr>
<td>( W_i )</td>
<td>Waiting time for ( i^{th} ) VM.</td>
<td>The time taken by the VM before starting the execution of the task. This occurs when VM has not finished the previously assigned task. Calculated as ( 1/C_i ).</td>
</tr>
<tr>
<td>( E_i )</td>
<td>Execution time for ( i^{th} ) task by ( i^{th} ) VM.</td>
<td>Calculated by ( L_i / C_i ).</td>
</tr>
<tr>
<td>( T_i )</td>
<td>Total task completion time for ( j^{th} ) task by ( i^{th} ) VM.</td>
<td>This includes the waiting time and execution time of a task, and calculated as ( W_i + E_i ).</td>
</tr>
<tr>
<td>( f_{\text{fun}_{\text{true}}}() )</td>
<td>Type-II Fuzzy Task requirements estimator function</td>
<td>A functional representation of Task Requirements Estimator block, it takes two inputs (1) Task Execution Length (2) Task Execution Priority.</td>
</tr>
<tr>
<td>( f_{\text{fun}_{\text{true}}}() )</td>
<td>Type-II Fuzzy VM resources estimator function</td>
<td>A functional representation of VM Resources Estimator block, it takes two inputs (1) VM Current Load (2) VM Configuration.</td>
</tr>
<tr>
<td>( f_{\text{fun}_{\text{true}}}() )</td>
<td>Type-II Fuzzy Task-VM pair compatibility estimator function</td>
<td>A functional representation of Task-VM Pair Compatibility Estimator block, it takes two inputs (1) Task Requirements (2) VM Resources.</td>
</tr>
<tr>
<td>( f_{\text{fun}_{\text{true}}}() )</td>
<td>Type-II Fuzzy VM pair Utilization estimator function</td>
<td>A functional representation of VM Utilization Estimator block, it takes two inputs (1) VM Demand (2) VM Configuration.</td>
</tr>
<tr>
<td>( TVP )</td>
<td>2D array to store Task-VM pair Satisfy SLO.</td>
<td>A 2D array with rows equal to number of tasks in queue and columns equal to maximum number of VMs in Cloud. A nonzero entry in an element, say ( [i,j] ) of this array represents that ( i^{th} ) VM satisfies the SLO for ( j^{th} ) task.</td>
</tr>
</tbody>
</table>

The proposed could be explained by the pseudo codes shown in fig. 9 and flowchart shown in fig. 10.

**Main Loop**

\[ N = \text{numbers of VMs in the Cloud.} \]
\[ M = \text{numbers of Tasks in Queue.} \]

/* Step 1: calculate the total task completion time for each task in each VM */
for \( i = 1 \) to \( N \)
for \( j = 1 \) to \( M \)
\[ W_i = l_i / C_i \]
\[ E_i = L_i / C_i \]
\[ T_i = W_i + E_i \]
end for
end for

/* Step 2: find Task-VM pairs that can satisfy SLO */
\[ TVP = 0 \]
for \( i = 1 \) to \( M \)
pairNotFound = 1
for \( i = 1 \) to \( N \)
if \( (T_i > 1/p_i) \)
pairNotFound = 0
\[ TVP[i, j] = 1 \]
endif
endif
if \( (\text{pairNotFound} == 1) \)
Call \( \text{CreateNewVM}(L_i, p_i) \)
\[ TVP[i, j] = 1 \]
endif
end for
Call \( \text{SelectVM}(L_i, p_i, TVP) \)
Call \( \text{VMStatusControl}(D_i, C_i, L_i) \)
End Main Loop

**SelectVM**

\[ \text{Inputs: } L_i, p_i, TVP \]
\[ TVP_{on}[M \times N] = 0; \]
for \( i = 1 \) to \( M \)
for \( i = 1 \) to \( N \)
\[ \text{if } (\text{TVP}[i, j] == 1) \]
\[ \text{tmp}_{1} = f_{\text{fun}_{\text{true}}}(L_i, p_i) \]
\[ \text{tmp}_{2} = f_{\text{fun}_{\text{true}}}(L_j, \text{TVP}_{i}) \]
\[ \text{TVP}_{\text{est}}[i, j] = f_{\text{fun}_{\text{true}}}(\text{tmp}_{1}, \text{tmp}_{2}) \]
endif
end for
end for
for \( i = 1 \) to \( M \)
\[ \text{index} = \text{max}(\text{TVP}_{\text{est}}) \]
if \( (\text{index} = 0) \)
assign \( \text{VM}_{\text{index}[1]} \leftarrow \text{Task}_{\text{index}[2]} \)
\[ \text{TVP}_{\text{est}}[\text{index}[1], \text{index}[2]] = 0 \]
else
Call \( \text{CreateNewVM}(L_i, p_i) \)
endif
End SelectVM

**CreateNewVM**

\[ \text{Inputs: } L_i, p_i \]
\[ C_{\text{new}} = L_i \times p_i \]
\[ \text{VM} \leftarrow C_{\text{new}} \text{// Set Configuration} \]
\[ \text{VM} \leftarrow \text{Start} \text{// Start VM} \]
\[ \text{VM} \leftarrow L_i \text{// Assign Task} \]
create new VM with configuration \( C_{\text{new}} \);
assign Task to \( \text{VM}_{\text{new}} \)
End CreateNewVM
VMStatusControl
Inputs: D, C
for i = 1 to N
if (l_i = 0)
    tmp = f unneq(D, C)
    if (tmp ≤ δ terminate)
        Reclaim VM, Resources
    else if (tmp ≤ δ shutdown)
        Shutdown the VM
    else if (tmp ≤ δ sleep)
        Sleep the VM
    else
        do nothing
endif
endfor
End VM Status Control

Fig. 9: Pseudocodes for the proposed algorithm

The proposed could be explained by the pseudo codes shown in fig. 9 and flowchart shown in fig. 10. At first step the cloud manager scans the Task Queue, and extracts the information about Task Execution Length and Task Execution Priority for each task in the queue. It also scans for the information about VM Configuration, VM Current Load and VM Utilization Rate for each VM in the cloud. It is assumed that each measured parameters are normalized between the intervals [0, 1]. Since according to SLO the task must be delivered according to their priorities, hence for each task a VM satisfying the priority execution criteria is searched. If for any task the required VM is not found a new VM is created according to the task requirements and the task is assign to it immediately. Now for the each task that has not currently assigned to a VM, Task-VM Suitability with all the available VMs are estimated. To do this firstly the single scalar variable indicating the Task Requirements and single scalar variable indicating the VM Resources are calculated. The Task Requirements is estimated using two parameters related to task namely as Task Execution Length and Task Execution Priority, on the other hand VM Resources are estimated using VM Current Load and VM Configuration. Once the Task distribution is done another work of the proposed algorithm is to save the power and reclaim the resources from the VMs, while making sure that the QoS and SLO is not compromised. This is performed by calculating the VM Utilization Estimation for each VM, the estimation returns a scalar value indicating that weather the VM should kept in Active State (if VM is in high or very demand) to immediately start execution of a task, Sleep State (if VM is in average demand also not acquiring much resources) to save the power and execute the task with minimum delay, Shutdown State (if VM is low demand and acquiring high resources) to save the power, however with average delay in task starting execution, and Terminate State (if VM has lowest demand and acquiring high or very resources) to reclaim the resources for future VM formation. The VM is forced to one of the four above mentioned status by VM Status Controller which compares the VM Utilization value with four pre-decided thresholds to decide this.

V. SIMULATION RESULTS
The details about experimental setup, results and discussion are given in this section to illustrate the efficacy of the proposed scheme. We used the MATLAB to model the proposed system, instead of commonly used tool CloudSim [32] as we found that it is much easier to design type-II fuzzy logic controller using already available GUI based Toolbox [33], also the MATLAB language is fairly simple and compact than Java and it comes with enormous mathematical functions pre-installed. Although the CloudSim can perform more detailed simulation, but for our purpose the MATLAB based cloud model with limited capability is adequate.

A. Performance Metrics
The metrics we use to check and compare the algorithms are discussed in this section. We consider five performance metrics, SLO Failure (Number of Tasks), SLO Failure (Total Execution Length of Failed Tasks), VM Wakeups, VM Reboots, VM Creations, and Resource Utilization Efficiency. These metrics are defined as follows:

- **SLO Failure (Number of Tasks)**: It is characterized as the total number of tasks to which cloud failed to execute within a guaranteed time limit.
- **SLO Failure (Total Execution Length of Failed Tasks)**: it is related to the SLO Failure (Number of Tasks), but instead to counting the number of tasks it sum up the tasks execution length of failed tasks.
- **VM Wakeups**: It represents the number of VMs wakeup from sleeping state, (This operation is performed if the VMs in active state cannot meet the current task SLO).
- **VM Reboots**: It represents the number of VMs rebooted from shutdown state, (This operation is performed if the VMs in active state and sleeping state cannot meet the current task SLO).
- **VM Creations**: It represents the number of new VMs are created, (This operation is performed if the VMs in active state, sleeping state and shutdown state cannot meet the current task SLO).

**Resource Utilization**:

\[
\text{Resource Utilization Efficiency} = \frac{\text{Total Task Length Served}}{\text{Total Execution Capacity Used}} \times 100
\]

\[
= \frac{\sum_{i=1}^{N} L_i}{\sum_{i=1}^{N} \left( \sum_{j=1}^{A_i} c_j \right)} \times 100, \#(2)
\]

where, \(N\): is the total number of events (discrete events of task arrival) in simulation time, \(L_i\): is the load arrived in cloud at event \(i\), \(A_i\): is the number of VMs active at event \(i\), \(c_j\): Execution capacity of the \(j^{th}\) VM at event \(i\).
Power Consumption: the power consumption of a physical server as presented in [34-36]:

\[ P_{\text{Total}} = P_{\text{Dynamic}} \times U_{\text{Avg}} + P_{\text{Idle}} + P_{\text{Load}} \]

where, \( P_{\text{Total}} \): is the total power consumption by the server, \( P_{\text{Dynamic}} \): is the dynamic power consumption during the load, \( P_{\text{Idle}} \): is the power consumption during no work load.

However we modified the above formulation as in propose system two additional states \( P_{\text{Sleep}} \) and \( P_{\text{Shutdown}} \) are required, the modified equation can be written as:

\[ P_{\text{Total}} = P_{\text{Dynamic}} \times U_{\text{Avg}} + P_{\text{State}}(s) \]

where, \( P_{\text{State}}(s) = \begin{cases} P_{\text{Idle}}, & s = 1 \\ P_{\text{Sleep}}, & s = 2 \\ P_{\text{Shutdown}}, & s = 3 \end{cases} \)

where, \( P_{\text{Sleep}} \): Power consumption during sleeping state. \( P_{\text{Shutdown}} \): Power consumption during Shutdown state. The values for \( P_{\text{Dynamic}}, P_{\text{Idle}}, P_{\text{Sleep}} \) and \( P_{\text{Shutdown}} \) are (as provided in [37]): \( P_{\text{Dynamic}} = 240 \text{ Watts}, \ P_{\text{Idle}} = 150 \text{ Watts}, \ P_{\text{Sleep}} = 10 \text{ Watts}, \ P_{\text{Shutdown}} = 0 \text{ Watts}. \)

B. Simulation Setup for Cloud System

In order to properly simulate the algorithm, the configuration parameters need to be configured, with their values are listed in Error! Reference source not found.II.

Table II: The simulation parameters and their values.

<table>
<thead>
<tr>
<th>Configuration Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Processing Capacity Available in Cloud</td>
<td>100 MIPS</td>
</tr>
<tr>
<td>Task Arriving Model</td>
<td>Poisson Distribution</td>
</tr>
<tr>
<td>Average Task Execution Length</td>
<td>10, 25, 50, 75, 100 MI</td>
</tr>
<tr>
<td>(A—Poisson Distribution)</td>
<td></td>
</tr>
<tr>
<td>Task Execution Priority</td>
<td>Folded or Half Normal</td>
</tr>
<tr>
<td></td>
<td>Distribution (( \mu = 0, \sigma = 0.25 ))</td>
</tr>
<tr>
<td>Task Queue Length</td>
<td>10</td>
</tr>
<tr>
<td>Threshold Sleep (( \delta_{\text{sleep}} ))</td>
<td>0.75</td>
</tr>
<tr>
<td>Threshold Shutdown (( \delta_{\text{shutdown}} ))</td>
<td>0.50</td>
</tr>
<tr>
<td>Threshold Terminate (( \delta_{\text{terminate}} ))</td>
<td>0.25</td>
</tr>
<tr>
<td>Total Simulation Time</td>
<td>24 Hours (1440 Minutes)</td>
</tr>
<tr>
<td>Simulation Repetition</td>
<td>50 times</td>
</tr>
</tbody>
</table>
Table III: VM state transition time considered during the simulation.

<table>
<thead>
<tr>
<th>State</th>
<th>Term</th>
<th>Value (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Existence</td>
<td>Running</td>
<td>$T_{create}$ (VM Creation Time)</td>
</tr>
<tr>
<td>Shutdown</td>
<td>Running</td>
<td>$T_{booting}$ (VM Booting Time)</td>
</tr>
<tr>
<td>Sleep</td>
<td>Running</td>
<td>$T_{wakeup}$ (VM Wakeup Time)</td>
</tr>
</tbody>
</table>

During the simulation the tasks arrival is modeled as a Poisson process at a rate of $\lambda$ (Average Task Execution Length), while the Task Execution Priority is modeled using Folded or Half Normal Distribution also the Task SLO Time Bound is considered as the inverse of Task Execution Priority.

C. Simulation Results and Discussion

The behavior of the developed model is described through figures 11 to 14. The figure 11 (a), shows the cloud incoming work load characteristics, as it can be seen that the task length peak value goes up to the 2.5 times of average task length ($\lambda$), whereas the SLO time bound values (figure 12(b)) show much higher variations. The difference is occur due to utilization of different probability distribution function.

The figure 12(a) shows the comparison between the work load in the cloud and the active resources over the time, it can be seen that the active resources are closely related to the work load in the cloud, which proves the effectiveness of the proposed algorithm. As the similarity between these two corresponds to efficient utilization of resources, which can again be seen in figure 12(b), resource utilization efficiency of the cloud over the time is plotted. The resource utilization efficiency starts at 100% at $t = 1$, thereafter it decreases to 75%, this happens because the proposed algorithm is not only focused to resource utilization but also on SLO and energy minimization. For those some VMs are kept on to minimize the response time, and some are kept in sleeping modes to save power. However, the resource utilization efficiency as the work load increases as shown in figure 15.

Fig. 11: Plot (a) shows the Task Arrival with time for $\lambda=10$, and (b) shows the respective SLO Guaranteed task execution time bound (inverse of Task Priority) for each task.

Fig. 12: Plot (a) shows the comparison of Total Work Load and Active Resources (Processing Power) in Cloud at any instant of time for $\lambda=10$, and (b) shows the variations in Cloud Resource Utilization Efficiency over the time.
The behavior of the proposed algorithm and the concept of different operational modes of VM can be understood through figure 13, the figure 13(a) shows how the number of active VMs varies over the time to meet the task demands, however on the other hand it can also be seen that the VM are continuously sent to sleeping (figure 13(b)) and shutdown (figure 13(c)) state to minimize the power consumption. Lastly the unused VMs are terminated and its resources are merge with the free resources for future utilization (figure 13(d)).

**Fig. 13:** Plot (a) shows the variations in total number of Active VMs in Cloud over the time, (b) shows the variations in total number of VMs in sleeping state, (c) shows the variations in total number of VMs in shutdown state and, (d), shows the termination of VMs over the time.

**Fig. 14:** Plot (a) shows the percentage of tasks failed to get
the guaranteed SLO in Cloud at any instant of time for different values of $\lambda$, and (b) shows the total length of failed tasks in percentage over the time.

The impact of work load variation on resource utilization efficiency is shown in figure 15(a), it shows that the efficiency increases with work load and reaches around 95% average for the $\lambda = 75$, however further increase in work load causes overloading which decreases it efficiency.

A comparison with other algorithm for resource utilization efficiency is presented in figure 15(b), for $\lambda = 50$, which shows that proposed algorithm outperforms the standard algorithm by 5% of margin.

Fig. 15: Plot (a) shows the Resource Utilization Efficiency for different average task length conditions ($\lambda = 10, 25, 50, 75, 100$) in Cloud at any instant of time for $\lambda = 10$, and (b) shows the comparison of some standard algorithms with the proposed algorithm for Resource Utilization Efficiency variations in Cloud over the time.

The comparison of the proposed algorithm with standard algorithms for different performance measures are presented in Table IV to VI. To avoid the uncertainty in the results, due to randomness involved in the process, the simulation for each configuration is repeated for 50 times, then from the obtained results the mean, standard deviation and best values are calculated and presented in table below.

Table IV: Comparison of Resource Utilization Efficiency (%), for different work load conditions.

<table>
<thead>
<tr>
<th>Average Task Length ($\lambda$)</th>
<th>Proposed Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Max-Min Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Min-Min Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Round Robin Mean</th>
<th>Std.</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>72.77</td>
<td>2.68</td>
<td>75.24</td>
<td>71.26</td>
<td>2.61</td>
<td>74.38</td>
<td>68.33</td>
<td>2.33</td>
<td>71.64</td>
<td>60.63</td>
<td>2.63</td>
<td>65.27</td>
</tr>
<tr>
<td>50</td>
<td>82.91</td>
<td>4.46</td>
<td>85.10</td>
<td>74.71</td>
<td>4.59</td>
<td>79.22</td>
<td>73.28</td>
<td>4.68</td>
<td>76.47</td>
<td>65.95</td>
<td>5.95</td>
<td>68.92</td>
</tr>
<tr>
<td>75</td>
<td>92.18</td>
<td>10.23</td>
<td>95.66</td>
<td>68.09</td>
<td>9.54</td>
<td>73.18</td>
<td>69.28</td>
<td>9.72</td>
<td>74.89</td>
<td>59.22</td>
<td>9.82</td>
<td>66.81</td>
</tr>
<tr>
<td>100</td>
<td>75.16</td>
<td>15.25</td>
<td>85.52</td>
<td>65.15</td>
<td>15.83</td>
<td>69.53</td>
<td>60.55</td>
<td>16.74</td>
<td>72.40</td>
<td>62.74</td>
<td>16.74</td>
<td>72.40</td>
</tr>
</tbody>
</table>

Table V: Comparison of SLO failure or SLO Deadline Violation (%), for different work load.

<table>
<thead>
<tr>
<th>Average Task Length ($\lambda$)</th>
<th>Proposed Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Max-Min Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Min-Min Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Round Robin Mean</th>
<th>Std.</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>1.41</td>
<td>2.08</td>
<td>1.26</td>
<td>3.61</td>
<td>2.44</td>
<td>3.36</td>
<td>3.45</td>
<td>2.58</td>
<td>3.25</td>
<td>6.31</td>
<td>4.12</td>
<td>5.11</td>
</tr>
<tr>
<td>50</td>
<td>2.26</td>
<td>3.94</td>
<td>2.12</td>
<td>5.34</td>
<td>4.15</td>
<td>5.03</td>
<td>6.02</td>
<td>4.36</td>
<td>5.67</td>
<td>8.53</td>
<td>7.57</td>
<td>7.62</td>
</tr>
</tbody>
</table>

Table VI: Comparison of Power Consumption in Percentage of 100% Resource Utilization, for different Average Task Length.

<table>
<thead>
<tr>
<th>Average Task Length ($\lambda$)</th>
<th>Proposed Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Max-Min Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Min-Min Mean</th>
<th>Std.</th>
<th>Best</th>
<th>Round Robin Mean</th>
<th>Std.</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>346.5</td>
<td>6.39</td>
<td>359.5</td>
<td>354.2</td>
<td>8.46</td>
<td>344.3</td>
<td>356.3</td>
<td>8.55</td>
<td>344.42</td>
<td>397.6</td>
<td>14.34</td>
<td>367.3</td>
</tr>
<tr>
<td>50</td>
<td>567.2</td>
<td>24.6</td>
<td>553.4</td>
<td>661.0</td>
<td>28.2</td>
<td>626.4</td>
<td>673.3</td>
<td>28.4</td>
<td>634.3</td>
<td>732.7</td>
<td>56.8</td>
<td>662.1</td>
</tr>
<tr>
<td>75</td>
<td>776.5</td>
<td>47.4</td>
<td>744.9</td>
<td>1067.9</td>
<td>69.2</td>
<td>981.6</td>
<td>1015.4</td>
<td>69.0</td>
<td>956.3</td>
<td>1148.5</td>
<td>96.2</td>
<td>1051.9</td>
</tr>
<tr>
<td>100</td>
<td>1260.1</td>
<td>112.3</td>
<td>1204.8</td>
<td>1360.5</td>
<td>149.6</td>
<td>1259.0</td>
<td>1560.3</td>
<td>153.6</td>
<td>1419.9</td>
<td>1663.7</td>
<td>186.8</td>
<td>1464.8</td>
</tr>
</tbody>
</table>
The table 3, shows that the proposed algorithm at $\lambda = 25$, provides similar results to Min-Max and Min-Min, however as the $\lambda$ increases and it achieves the around 15% better resource utilization efficiency at $\lambda = 75$, for mean value and for best value this increases to around 20%. For the SLO dead line violation the proposed algorithm reduces the SLO failure rate to half as compare to other algorithms (Table IV). For the makespan the proposed algorithm outperform other algorithm for all values of $\lambda$ and it achieves the maximum improve of 30%. When compared for the power consumption the proposed algorithm decreases the power consumption at average load condition by around 10%, at higher load around 20%, and for full load around 15%.

VI. CONCLUSION

In this paper, a type-II fuzzy logic based VM Status and task assignment scheme for the Cloud system is presented. The complete proposed system architecture consists of four type-II fuzzy logic based decision making blocks, configured to decide the task requirements, VM resource capabilities, VM utilization, and Task-VM pair suitability. The application of fuzzy logic simplifies the complexity in decision making such that the task requirements may depend upon many parameters, hence in non-fuzzy system, it will be very difficult to generate a single valued scaler to effectively reflect the task requirements. Furthermore, the utilization of type-II fuzzy logic provides flexibility in handling the uncertainties of input variable definitions. The simulation results and discussed presented in the previous section verifies that the proposed algorithm increases resource utilization efficiency, while decreases the SLO deadline violation, Makespan, and power consumption. It also shows that instead of task scheduling the proper VM status management could also lead to significant power saving, without affecting the cloud performance. The performance of the proposed algorithm can be further improved in the future by optimizing the fuzzy rules and membership functions.
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