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Abstract: One of the major causes of death globally due to heart disease is the coronary artery disease (CAD). Due to CAD the blood flow to the cardiac muscle is reduced. The progression of this process eventually causes Myocardial Infarction (MI) that result in sudden death. Hence the detection of CAD at early phase is essential. The electrocardiogram (ECG) is mainly used to capture the abnormal cardiac activity for CAD. But the difficulties in manual interpretation of ECG signal leads to error in CAD detection. To overcome the difficulty in CAD diagnostic task, we have proposed a computer aided methodology using the heart rate variability signal (HRV) for auto diagnosis of CAD and Normal heart condition. The hidden characteristics of HRV signal are identified through Recurrence Plot (RP) and the hidden information is quantified by Recurrence quantification analysis (RQA). The extracted RQA based nonlinear features are analyzed for their clinical significance. The set the effective features are used for classification and subjected to three types of Support vector machine (SVM) classifier to discriminate CAD and the normal heart condition. The ECG database of CAD and normal subjects are taken from Physio.net database to obtain the experimental results. The highest diagnostic ability of the classifier is obtained by quadratic SVM with the accuracy of 98.83% where as the linear and cubic SVM classifier provide 97.22 % and 98.37 % classification accuracy respectively.
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I. INTRODUCTION

Coronary artery disease (CAD) is one of the primary causes of death worldwide, accounting for more than 17.6 million deaths per year and expected it will rise to more than 23.6 million by 2030, according to a 2014 study [1]. According to American heart association statistics report in 2019 suggest that 840678 deaths in US in year 2016, approximately 1 of every 3 deaths due to CAD [1]. Electrocardiogram (ECG) is normally used for CAD and it is a technique that records electrical action of heart over time. In clinical diagnosis several techniques is used to detect CAD from ECG signal but all those techniques have at least one limitation such as longer examination time, higher cost, low sensitivity and specificity. Due to low sensitivity all patients ECG signal not to reach target heart rate [3]. Non-invasive diagnostic techniques have been introduced to overcome those limitations of clinical diagnosis techniques. Non-invasive diagnosis techniques are capable to detect CAD in early stages. Non-invasive nature of HRV signal is the indication of some cardiac dysfunction. Time domain analysis value of HRV signal is significantly higher in normal patients compare to CAD patients [4]. Autoregressive power spectral density of HRV signal also correlated to angiographic severity of CAD patient [5]. Zia et.al [6] has shown in his research article the strategy of noise detection and exclusion for acoustic CAD identification. Various methods have widely studied on revealing of CAD from ECG signals [7-9] time and frequency analysis using different features extraction methods like Pointcare plot [12-14], Hurst exponents [15], discrete wavelet transform[16], linear discriminant analysis [17], and higher order spectra (HOS) [18]. Though many research works have been reported on CAD detection, but detecting effective features for decreasing classifiers response time is still a challenge.

In our proposed work we have estimated nonlinear features to analyse the hidden characteristics of CAD HRV signals. The extracted RQA parameters are subjected to three different classifiers for achieving high diagnosis accuracy of CAD. The support vector machine classifier is used to achieve better accuracy to detect CAD subjects from HRV signal.

II. METHOD

Our proposed methodology for automated CAD diagnosis is mainly consists of four stages. The flow chart of our proposed model is shown in Fig. 1. First stage is the pre-processing of the input raw ECG signal taken from the MIT database. The second stage deals with the segmentation of HRV signal. The next stage is extraction of significant features from HRV signal. In the last stage is the classification of CAD condition and normal sinus rhythm (NSR).

The significant feature extractions are very important to increase detection accuracy of the classifier. Thus, we have extracted RQA based nonlinear features in this study. All features extraction methods are described below.

A. Data Acquisition

The open access database of physio.net has been used for the validation of our proposed work [6]. We have taken R-R interval of normal ECG data signal from MIT-BIH database and CAD data signal from PTB diagnostic database.
Each ECG is sampled at frequency of 128 Hz. The RR-interval database of CAD is used for our experiment. In this study, we have used 30 dataset of CAD patients and 30 dataset NSR subjects.

Recurrence plot (RP) is the graphical representation of phase space path which is suitable for identification of hidden patterns and nonlinearities present in time series data. If the distance between the state \( p \) and state \( q \) is less than the predefined value then recurrence is occurred. Let \( y_p \) and \( y_q \) are two points in the trajectory of \( n \)-dimensional space. When distance between \( y_p \) and \( y_q \) is very close, then the recurrence id followed and location of spot is at position \( p^*q \). The plot is symmetric through the diagonal path. RP is visualized ad patch of black and gray dots of \( M\times M \) dimension. The dark dot indicates the recurrence. The hidden information present in RP time series is quantified by Recurrence quantification analysis (RQA) which represents numeric quantities of recurrence plot. The RQA features are estimated to measure the complexity and non stationary dynamics of HRV signal [22]. The RQA parameters are explained below.

- **Recurrence Rate (RR):** Recurrence represents the percentage of the recurrence spots (M) or denoted as correlation sum. Recurrence rate is counted from the dark dot in RP.

\[
RR = \frac{1}{M^2} \sum_{p,q=1}^{M} R_{p,q}
\]

- **Determinism (DET) :** It is measure in based on diagonal lines. DET is measure in ratio of recurrence points in diagonal structure to all recurrence points.

\[
DET = \frac{\sum_{l=0}^{L} D(l)}{\sum_{pq}^{N} R_{p,q}}
\]

Where \( D(l) = \sum_{p,q=1}^{N} (1 - R_{p-1,q-1} - (1 - R_{p+1,q+1})) \prod_{k=0}^{l} R_{p+k,q+k} \)

is the histogram of the intervals, \( l \) of the crosswise lines and \( d_{\text{min}} \) parameter sets the lower bounds on diagonal lines in the recurrence plot.

- **Ratio :** It is proportion of determinism and recurrence rate. It is computed based on crosswise line \( D(l) \) of length \( l \) as follows:

\[
\text{Ratio} = \frac{\sum_{l=0}^{L} D(l)}{(\sum_{l=1}^{N} D(l))^2}
\]

Dynamic ratio denotes the amount of transition occurred in the system.

- **Maximum Diagonal line length (L_{max}) :** Diagonal lines gives an hint regarding the digression of the trajectory sectors. Small value of \( L_{\text{max}} \) indicates move deviation in the trajectories.

\[
L_{\text{max}} = \arg \max_{l} D(l)
\]

- **Mean Diagonal Line length (L_{mean}):** It is parameter which measures the mean length of diagonal lines in RP.

![Fig. 1. Flow plan of designed classification system](image)

**B. Preprocessing**

In this work preprocessing of input ECG signal is the noise removal stage. This stage is introduced before segmentation of input signal to increase the efficiency of the system. This stage removes both the baseline wandering and power line interference noise from HRV signal. The low frequency and high frequency component are eliminated by using filter having cut-off frequency of 0.4 Hz and notch filter of 43 Hz respectively [17].

**C. Segmentation**

After the pre-processing stage HRV signals are segmented for feature extraction and analysis. The HRV signals are taken of duration 1hr from physio.net database. The segmentation is done by taking input HRV signal where each patient’s data set contains 462255 samples for CAD data and 493038 samples for NSR data. All records are sampled with cutoff frequency 43 Hz. One window in CAD data number of samples contains \( 43^4=172 \) and window size is 4sec. In NSR data number of samples contain \( 43^2=86 \) and window size is taken 2sec. We have found total numbers of segment in CAD patients are 2674 and NSR patients are 5733.

**D. Recurrence Quantification Analysis**

Recurrence plot (RP) is the graphical representation of phase space path which is suitable for identification of hidden patterns and nonlinearities present in time series data. If the distance between the state \( p \) and state \( q \) is less than the predefined value then recurrence is occurred. Let \( y_p \) and \( y_q \) are two points in the trajectory of \( n \)-dimensional space. When distance between \( y_p \) and \( y_q \) is very close, then the recurrence id followed and location of spot is at position \( p^*q \). The plot is symmetric through the diagonal path. RP is visualized ad patch of black and gray dots of \( M\times M \) dimension. The dark dot indicates the recurrence. The hidden information present in RP time series is quantified by Recurrence quantification analysis (RQA) which represents numeric quantities of recurrence plot. The RQA features are estimated to measure the complexity and non stationary dynamics of HRV signal [22]. The RQA parameters are explained below.

- **Recurrence Rate (RR):** Recurrence represents the percentage of the recurrence spots (M) or denoted as correlation sum. Recurrence rate is counted from the dark dot in RP.

\[
RR = \frac{1}{M^2} \sum_{p,q=1}^{M} R_{p,q}
\]

- **Determinism (DET) :** It is measure in based on diagonal lines. DET is measure in ratio of recurrence points in diagonal structure to all recurrence points.

\[
DET = \frac{\sum_{l=0}^{L} D(l)}{\sum_{pq}^{N} R_{p,q}}
\]

Where \( D(l) = \sum_{p,q=1}^{N} (1 - R_{p-1,q-1} - (1 - R_{p+1,q+1})) \prod_{k=0}^{l} R_{p+k,q+k} \)

is the histogram of the intervals, \( l \) of the crosswise lines and \( d_{\text{min}} \) parameter sets the lower bounds on diagonal lines in the recurrence plot.

- **Ratio :** It is proportion of determinism and recurrence rate. It is computed based on crosswise line \( D(l) \) of length \( l \) as follows:

\[
\text{Ratio} = \frac{\sum_{l=0}^{L} D(l)}{(\sum_{l=1}^{N} D(l))^2}
\]

Dynamic ratio denotes the amount of transition occurred in the system.

- **Maximum Diagonal line length (L_{max}) :** Diagonal lines gives an hint regarding the digression of the trajectory sectors. Small value of \( L_{\text{max}} \) indicates move deviation in the trajectories.

\[
L_{\text{max}} = \arg \max_{l} D(l)
\]

- **Mean Diagonal Line length (L_{mean}):** It is parameter which measures the mean length of diagonal lines in RP.
\[ L_{mean} = \frac{\sum_{l=d_{min}}^{N} lD(l)}{\sum_{l=d_{min}}^{N} D(l)} \]  

(5)

\[ ENT = \frac{D(l)}{\sum_{l=d_{min}}^{N} D(l)} \]  

(6)

- Maximum Vertical line length (V\text{max}) : This parameter is measure the longest vertical line length in recurrence plot.

\[ V_{\text{max}} = \arg \max_{d} D_{d}(l) \]  

(7)

III. CLASSIFIER

A. Quadratic Support Vector Machine

SVM is supervised learning method that analysed data for classification and regression. Two classes are separated using decision boundary and it is called hyperplanes. We consider \( n \) training data pairs \( P_i, Q_i \). Where \( P_i \) input vector and \( Q_i \) is target vector of input data.

\[
P_i = \begin{bmatrix} P_{i1} P_{i2} P_{i3} \ldots \ldots P_{id} \\ P_{i1} P_{i2} P_{i3} \ldots \ldots P_{id} \\ \vdots \\ P_{i1} P_{i2} P_{i3} \ldots \ldots P_{id} \end{bmatrix} \quad Q_i = \begin{bmatrix} dQ_1 \\ dQ_2 \\ \vdots \\ dQ_d \end{bmatrix} \]  

(8)

Hyperplane \((S,C)\) is capable of separating two data point in two classes is given:

\[
S^T P + C = 0
\]  

(9)

where \( S=[s_1, s_2, s_3, s_4, \ldots, s_d]^T \) and \( C \) is scalar

Class 1 is labelled by +1 and -1 is represented class 2.

\[
Q_1 = +1 \text{ if } S^T P + C \geq 0 \text{ and } Q_1 = -1 \text{ if } S^T P + C < 0,
\]  

(10)

\[
Q(5) (S^T P + C) = \gamma^*(i) \geq 1
\]  

(11)

\( \gamma^*(i) \) is called the functional margin. Good classification is considered if \( \gamma^*(i)=1 \).

Geometrical margin \( \gamma(i)=\frac{\gamma^*(i)}{||S||} \)  

(12)

SVM optimization problem is occurred to maximize geometrical margin in subject to functional margin greater than \( \gamma^*(i) \). Linear separation of large data is difficult using linear SVM in high dimensional feature space.

Quadratic programming is the process to solve linearly constrained quadratic optimization problem. Quadratic SVM is capable of separating nonlinear data in two or more classes are as follows:

\[
f(P) = \frac{1}{2} P^T WP + C^T P + E
\]  

(13)

where quadratic function \( W,C,E \)

\[
W= \begin{bmatrix} W_{11} W_{12} W_{13} \ldots \ldots W_{1d} \\ W_{21} W_{22} W_{23} \ldots \ldots W_{2d} \\ \vdots \\ W_{n1} W_{n2} W_{n3} \ldots \ldots W_{nd} \end{bmatrix} \quad \text{and } C = \begin{bmatrix} c_1 \\ c_2 \\ \vdots \\ c_d \end{bmatrix}
\]  

(14)

The nonlinear term

\[
f_{\text{nonlinear}}(P) = \frac{1}{2} P^T WP \text{ and } f_{\text{linear}}(P) = C^T P + E
\]  

(15)

**Fig. 2. Maximum margin of two hyperplanes for QSVM and trained samples of two classes**

To separate the classes in best possible way cubic SVM is find a hyperplane in multidimensional feature space. Kernel function of cubic SVM classifier is \( K(P, P_j) \) and \( K(P, P_j) = (P^T P_j)^3 \)

(16)

For the duality property of QSVM classifier, it is more capable to detect coronary artery disease

IV. RESULT

The ECG signals of two different databases are pre-processed with total 462255 samples in CAD and 493038 samples in NSR data. All segments of CAD and NSR are transformed independently to the higher dimensional RP plots. The plots depict the dynamic pattern of the time series data. Recurrence plots in Fig 3-4 represent the natural time correlation in the ECG signals. RP denotes the degree of similarity present in the given signal and it is almost symmetric with diagonal. We have extracted seven RQA features using these recurrence plots. Table I shows the obtained experimental result.
We have fed the RQA parameters to the SVM classifier. These studies, three different types of SVM classifier are used. The performance of linear SVM, quadratic SVM and cubic SVM are analysed independently. The performance of individual classifier is estimated by calculating the percentage of accuracy, sensitivity and specificity. Fig 5-7 represent the performance analysis of three types of SVM classifier used in our proposed classification model.

**Table- I: Nonlinear features range for the normal and CAD data**

<table>
<thead>
<tr>
<th>Data Types</th>
<th>RR (±)</th>
<th>DET % (±)</th>
<th>Ratio (±)</th>
<th>$L_{\text{MAX}}$ (±)</th>
<th>$L_{\text{mean}}$ (±)</th>
<th>Entropy (±)</th>
<th>$V_{\text{max}}$ (±)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSR</td>
<td>504.47 ± 20</td>
<td>99.70 ± 05</td>
<td>0.0030 ± 0.0010</td>
<td>363.83 ± 20</td>
<td>68.10 ± 10.50</td>
<td>6.48 ± 0.20</td>
<td>36.23 ± 10</td>
</tr>
<tr>
<td>CAD</td>
<td>347.73 ± 30</td>
<td>99.50 ± 10</td>
<td>0.0040 ± 0.0010</td>
<td>210.78 ± 30</td>
<td>52.50 ± 12.50</td>
<td>5.98 ± 0.12</td>
<td>38.53 ± 10</td>
</tr>
</tbody>
</table>

**Fig. 5.** Accuracy of proposed classification model

**Fig. 6.** Sensitivity of proposed classification model
from normal condition of heart. These extracted clinically significant features are utilized by SVM classifier. The performances of different SVM classifiers are estimated to achieve high accuracy for CAD detection. The maximum efficiency is obtained by the quadratic SVM classifier to separate two classes of ECG signals. Our proposed methodology has faster response time in detection of CAD for using less number of effective features.

REFERENCES


VI. CONCLUSION

Computer aided automated prediction of CAD is important to prevent its progression which may reduce heart attack. In this work we have explored the Recurrence plot for the analysis of HRV signal to diagnose CAD. The extraction of nonlinear RQA features is effective for the non-stationary nature of ECG signal. The RQA parameters provide hidden information about the HRV dynamics for CAD which differs...


AUTHORS PROFILE

Asst. Prof. Saurav Mandal (HOD-ECE) from Maulana Abul Kalam Azad University of Technology, completed Bachelor of Technology in Electronics and Communication Engineering and Master of Technology from Maulana Abul Kalam Azad University of Technology (In-house). Currently pursuing PhD from Razabazar Science College, University of Calcutta. His area of interest are Biomedical Signal Processing, Nonlinear Dynamics, Machine Learning, Pattern Recognition and VLSI design.

Asst. Prof. Nabanita Sinha from Maulana Abul Kalam Azad University of Technology, completed Bachelor of Engineering in Electronics and Communication Engineering from University of Burdwan. Completed Master of Technology from University of Calcutta. Currently pursuing PhD from Razabazar Science College, University of Calcutta. Her research areas are Biomedical Signal Processing, Nonlinear Dynamics, Machine Learning and Pattern Recognition.