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Abstract: Oral neoplasms are one of the complex diseases in the world. The risk of death is increasing all over the world due to the rapid swelling of abnormal tissues. Early diagnosis of malignancy is necessary to avoid the risk of death. The tumor detected from magnetic resonance imaging (MRI) images is new innovative analysis topic in medical intervention. Normally the internal structure of the mouth can be examined using the MRI scan or CT scan. MRI scan is an advantageous and adequate technique for detection of the oral malignancy. It is non-invasive because it does not use any radiation. In this study, the hybrid approach KFCM is proposed for the segmentation and compared with conventional K-Means & Fuzzy C-Means (FCM). The main objective of merging these two algorithms is to reduce the total iterations generated by initializing an exact cluster to the FCM clustering with less computation time. The developed system concentrated on image enhancement using anisotropic diffusion to improve the quality of image and segmentation technique using KFCM clustering to reduce computation time & improve the segmentation accuracy. It exactly segments the lesion region and evaluates the lesion area.
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I. INTRODUCTION

Oral neoplasms are the type of head and neck cancers. A lesion is unconstrained growth of tissues in the body. An oral neoplasms can develop in the tissues of the mouth or oral cavity, including the lips, Oropharynx, gums, Nasopharynx, tongue, cheeks, and roof of the mouth. The mortality rate of oral cavity cancer is higher and rising by chewing tobacco. Eighty percent of people die due to this type of Oral cancer. The standard oral precancerous lesions are leukoplakia, erythroplakia, lichen-planus, and so forth. Early detection & diagnosis of these lesions of oral cancer is crucial for successful treatment. MRI scan is more superior & non-invasive compared to CT scan. It provides the detail information of an image. MRI images are analyzed by the radiologists and dentists to detect & diagnose the oral lesions. This approach used anisotropic diffusion filters to remove unwanted distortions, other artifacts & to acquire the good quality of image. This method concentrated on the segmentation accuracy and elapsed time for segmentation.

Image segmentation is a technique to partition an image into multiple segments or non-overlapping regions. The segmentation algorithms based on one of the two basic characteristics of image intensity is similarity and discontinuity. The primary purpose of segmentation is to identify homogeneous regions and related objects. Most of the clustering methods used for diagnosing diseases. We have used clustering method as segmentation techniques for the detection of the lesion and determining the ROI for MRI images. This paper provides an efficient lesion detection method for medical images. In this, a hybrid clustering approach (KFCM) used for segmentation. Also, it reduces the execution time of clustering or segmentation. Finally, the lesion is segmented from the MRI image & calculate the lesion area with the exact location.

The paper represented as follows: chapter 2 provides the previous work, and chapter 3 describes the methodology of the proposed approach. Then Chapter 4 demonstrates the experimental results and discussion. Chapter 5 gives performance evaluation and conclusion given in Chapter 6.

II. PREVIOUS WORK

Different segmentation methods are outlined to detect the oral cancer of medical images in the literature. A segmentation system of dental x-ray images for cyst or tumor cases presented [1]. In preprocessing, the colored pictures transformed into gray photos and apply Gaussian filter to these photos for smoothing. Then, the active contour models (snake) used in segmentation. This approach used to handle region of interest (ROI), not the entire image. Receiver operating characteristic (ROC) analysis used as a performance measure in this method. Adv: snakes reduced the need for edge linking compared to conventional edge-based segmentation.

Oral cancer detection using a morphological mathematical watershed algorithm proposed [2]. For lesion segmentation purpose, the marker controlled watershed algorithm used. Then, this segmentation algorithm compared with the watershed segmentation. Linear contrast stretching of input(x-ray) image is carried out in Pre-processing, and then marker-controlled segmentation is used. It gave better results compared with the watershed segmentation algorithm. Automatic symmetric axis analysis segmentation algorithm proposed[3]. In this, the automatic segmentation of the tumor of CBCT images used. Diffusion filtering is used to acquire the good quality of image in preprocessing. An efficient method with new feature points used this automatic detection. Multi-resolution hierarchical FFD used in multi-scale registration with fastness and robustness. More True Positive and less False Positive results are obtained using this approach. Performance metrics of this automatic segmentation are Dice's coefficients, Jaccard index, and Hausdorff distance.
Adv: Multi-resolution hierarchical FFD used with fastness and robustness in multi-scale registration.

Disadv: FFD registration computed Inverse FFD.

Limitations: This method is incapable of handling tumors and lesion without specific boundary and cases with significant asymmetric variations.

An efficient method based on artificial neural networks proposed [4]. In this proposed approach, 120 sample images used. For the training process, 120 images used and for the testing and validation process, 30 images used. Then, four statistical features obtained and used for detection of oral lesions. This proposed method is an effective technique for screening and detection of dental and oral diseases. Using this method, diagnosis and prediction of lichen-planus, leukoplakia, and oral squamous cell carcinoma diseases studied.

An oral cancer detection system proposed [5]. In preprocessing, Linear Contrast Stretching used to remove noise. In the existing approach, the Watershed algorithm used for segmentation. Marker Controlled Watershed segmentation is also used to decrease the over-segmentation problem of the watershed algorithm. In the developed approach, an Improved Marker Controlled Watershed Segmentation method used to achieve high segmentation accuracy. It used to overcome the problem of over-segmentation. The computation time is estimated before contrast-stretching and after contrast-stretching in this approach.

The hybrid approach of FCM and Neutrosophic segmentation proposed [6]. In this, jaw image is segmented to detect the jaw lesion. Both efficiency and accuracy evaluated. To improve the robustness of the developed approach, specificity, sensitivity, and similarity analyses conducted. The developed work compared with the hybrid approach of Firefly Algorithm and the FCM, and another hybrid approach of the Artificial Bee Colony and FCM algorithm. This method produces the most identical lesion region to the manual delineation by the Oral Pathologist and evaluates good results.

Oral cancer detection using fuzzy C-Means Clustering & anisotropic filtering proposed [7]. This approach concentrated on anisotropic diffusion filter to acquire good quality of the CT image in image pre-processing & FCM clustering to achieve high accuracy of tumor detection in segmentation. This approach suppressed unwanted distortions and acquire the good quality of input image by sharpening all edges using diffusion filter. In the next step, the fuzzy c-means clustering focused on improving classification accuracy, specificity and sensitivity.

III. METHODOLOGY

The developed approach consists of different levels: 1) Image Pre-Processing 2) Image Segmentation 3) Feature Extraction 4) Approximate Reasoning.

In pre-processing, anisotropic diffusion filter used. Segmentation is performed by a hybrid approach KFCM, in which both algorithms work separately. Morphological operations applied on FCM cluster predicting tumor in Feature extraction and finally, calculate the lesion area and exact position of the lesion in approximate reasoning.

Fig 1. Sample (Normal and Abnormal) images

3.1 Image Preprocessing:
The input MRI image is always prone to various types of unwanted distortions. These distortions can reduce the segmentation accuracy. Image enhancement is an essential process in image processing to enhance the good quality of image. The anisotropic filter is filters which is extensively used for suppressing unwanted distortions, other artifacts in the grayscale images and improve the quality of images by sharpening the edges.

The equation for general anisotropic filter is:

\[
\frac{\partial I}{\partial t} = \Delta \nabla (c(x, y, t) \nabla I) = \nabla c \cdot \nabla I + c(x, y, t) \Delta I
\]

\(x, y, t\): Represents the control rate of the diffusion coefficient. It represents an image gradient which used for sharpening the boundaries in the image.

\(\nabla\): Represents the gradient

\(\text{Div}()\): Represents divergence operator.

\(\Delta\): Represents the Laplacian

\(I\): denotes grayscale image matrix.
3.2. Image Segmentation

Image segmentation is a familiar process of separating foreground from background in image analysis. Segmentation based on the characteristics of the pixels in the image. The segmentation algorithm is having one of the two characteristics of intensity values, namely discontinuity and similarity. The first property is to divide an image based on abrupt changes in the intensity level of images, such as edges in an image. Second property is to divide an image into multiple segments that are similar according to predefined criteria.

3.2.1. K-Means clustering

K-Means is a simplest, iterative, unsupervised learning algorithm. It is used to classify a given dataset to many clusters. Number of clusters (groups) K is defined. Later, randomly select K centers for each cluster. The distance between data point to each cluster centers determined using Euclidean distance algorithm. Each data point is compared to all cluster centers. The data point moved to a particular cluster which has the shortest distance among all. Then, the centroid is re-calculated. Again each data point is compared to all centroids. The process continues until the center converges. The clusters formed by minimizing the Euclidean distance between the data and the corresponding cluster centroid. Thus, the k-means clustering is used to cluster the data.

Algorithm:

- a) Initially, Number of clusters (groups) K is defined.
- b) Select the k cluster centers randomly
- c) Estimate the mean or center of the cluster
- d) Determine the distance between each data point to every cluster center
- e) When the distance is near to the center of one cluster, then move to that concerned cluster.
- f) Otherwise, go to the next cluster (group).
- g) Re-calculate the center.
- h) Continue the process until the center doesn't proceed.

3.2.2. Fuzzy C-Means clustering

FCM is an unsupervised clustering algorithm. In this method, one piece of data belongs to more than one cluster. The partial membership value is given to each pixel of the image in the fuzzy logic. The membership value of the fuzzy set ranges from 0 to 1. Data are bound to each cluster using a membership function, which represents the fuzzy behavior of this algorithm. Fuzzy partition is carried out by an iterative optimization of an objective function, with the update of the membership function and cluster center. Fuzzy clustering is a multi-valued logic derived from fuzzy set theory. The clusters formed according to the distance between data points and cluster centers for each cluster. Fuzzy C-Means (FCM) is a form of clustering method in which each data point can be a member of more than one cluster with different degrees of membership.

FCM used to minimize the following objective function.

\[ J_m = \sum_{i=1}^{D} \sum_{j=1}^{N} \mu_{ij}^m \|x_i - c_j\|^2 \]

Where,

- \( D \) is the number of data points.
- \( N \) is the number of clusters.
- \( M \) is fuzzy partition matrix exponent for controlling the degree of fuzzy overlap, with \( m > 1 \).
- Fuzzy overlap refers to how indistinct the boundaries between clusters.
- \( x_i \) is the \( i \)th data point.
- \( C_j \) is the center of the cluster \( j \).
- \( \mu_{ij} \) is the degree of association of \( x_i \) in the \( j \)th cluster (group).
- For a given data point, \( x_i \), the sum of the membership values for all clusters is one.

Algorithm:

Algorithmic steps of FCM clustering is given below:

1. Randomly initialize the cluster membership values, \( \mu_i \).
2. Determine the cluster centers:
   \[ c_j = \frac{\sum_{i=1}^{D} u_{ij}^m x_i}{\sum_{i=1}^{D} u_{ij}^m} \]
3. Update \( \mu_{ij} \) according to the following:
   \[ u_{ij} = \frac{1}{\sum_{k=1}^{N} \left( \frac{||x_i - c_k||}{||x_i - c_j||} \right)^{2(m-1)}} \]
4. Calculate the objective function, \( J_m \).
5. Repeat steps 2–4 until \( J_m \) improves by less than a specified minimum threshold or until after a specified maximum number of iterations.

3.2. Feature Extraction

The feature extraction is segmenting the cluster, which shows the predicted tumor at the output cluster of FCM (Fuzzy C-Means). Apply morphological operations to segment tumor from this output cluster.

3.3. Approximate Reasoning

The lesion area is estimated using the binarization method in the approximate reasoning step. Each transform coefficient compared with a threshold. It is zero if it is smaller than the threshold value. Otherwise, it is one. An image has only two possible values for each pixel, either 0 or 1 (black or white). Here maximum image size is 256x256 jpeg. Two colors are used to represent the binary image.

Image, I

\[ I = \sum_{W=0}^{255} \sum_{H=0}^{255} [F(0) + F(1)] \]

Pixel size= Width (W) X Height (H) = 256 X 256
- F (0) = white pixel (digit 0)
- F (1) = black pixel (digit 1)

No. of white pixel

\[ P = \sum_{W=0}^{255} \sum_{H=0}^{255} F(0) \]

Where,

- \( P \) = number of white pixels (width*height)
- 1 Pixel = 0.264 mm
- The area calculation formula is
- Size of tumor, \( S = [(\sqrt{\text{No. of black pixel}}) * 0.264] \text{ mm}^2 \)
- Where,

\[ P = \text{no-of white pixels}, W= \text{width}, H= \text{height} \]
Algorithm:
A step of oral lesion detection is given below.
1) Initialize the process.
2) Get the MRI input image in JPEG format.
3) Verify whether the input image is in the required format then go to step 4.
4) If MRI image is in rgb format, convert that image into grayscale else go to next level.
5) Detect the edge of the grayscale image.
6) Determine the number of white pixels in the image.
7) Estimate the lesion area using the formula.
8) Display the lesion area.
9) Compare the lesion area acquired with 5mm2. If the lesion area is more significant than 5mm2, then MRI image has a severe abnormal lesion.
10) End the process.

Initially, this algorithm uses the RGB or grayscale image. Next, binarization techniques used to convert grayscale image into binary image. After binarization, the edge of tumor pixels in the binary image detected. Later, this algorithm estimates the area of the tumor by determining the number of white pixels (digit 0) in binary representation.

In the last step, the predicted tumor area estimated. Here consider that it detects as a tumor when the size of the tumor area is more extensive than 5.00mm².

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this approach, detection of the lesion in MRI images is done using hybrid segmentation of KFCM clustering techniques. Main objective of merging two clustering methods to minimize the total iterations generated by initializing an exact output cluster to the FCM clustering.

Input MRI image preprocessed to suppress the unwanted distortions and acquire good quality of MRI image. The noise-free MRI is the input of the image segmentation process. The hybrid approach of KFCM used to get the segmented image. K-Means clustering divides the preprocessed image into the clusters having the same or nearby intensity value [8]. Then total iterations of FCM are reduced to get an exact output cluster in FCM clustering. Tumor predicting cluster (group) is the output of FCM. Region of interest is detected from this cluster and extracted using morphological operations to separate the lesion.

The developed method tested on the dataset of 46 MRI images. Out of which the 10 MRI images arbitrarily selected & the output of these images discussed. The table entities are as follows: the image name, Area of the Lesion, elapsed time, and the detection decision (lesion present and lesion absent).

Elapsed time: It is the amount of time taken for the segmentation of an input image. This method calculated using the Tic and Toc methods in Matlab.

### Table 1: Table of Lesion Area

<table>
<thead>
<tr>
<th>Image Name</th>
<th>Area of the Lesion (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ab7</td>
<td>13.58</td>
</tr>
<tr>
<td>ab11</td>
<td>14.5</td>
</tr>
<tr>
<td>ab15</td>
<td>12.4</td>
</tr>
<tr>
<td>ab23</td>
<td>8.51</td>
</tr>
<tr>
<td>ab25</td>
<td>7.67</td>
</tr>
<tr>
<td>ab37</td>
<td>0.64</td>
</tr>
<tr>
<td>ab41</td>
<td>1.69</td>
</tr>
<tr>
<td>ab43</td>
<td>1.37</td>
</tr>
</tbody>
</table>

### Table 2: Table of Elapsed Time

<table>
<thead>
<tr>
<th>Image Name</th>
<th>Elapsed Time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ab7</td>
<td>13.58</td>
</tr>
<tr>
<td>ab11</td>
<td>14.5</td>
</tr>
<tr>
<td>ab15</td>
<td>12.4</td>
</tr>
<tr>
<td>ab23</td>
<td>8.51</td>
</tr>
<tr>
<td>ab25</td>
<td>7.67</td>
</tr>
<tr>
<td>ab37</td>
<td>0.64</td>
</tr>
<tr>
<td>ab41</td>
<td>1.69</td>
</tr>
<tr>
<td>ab43</td>
<td>1.37</td>
</tr>
<tr>
<td>ab44</td>
<td>0.95</td>
</tr>
<tr>
<td>ab45</td>
<td>1.73</td>
</tr>
</tbody>
</table>

### Table 3: Table of Lesion Area, Elapsed Time & Lesion Detection of KFCM

<table>
<thead>
<tr>
<th>Image Name</th>
<th>Area of the Lesion (mm²)</th>
<th>Elapsed Time (Sec)</th>
<th>Lesion Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>ab7</td>
<td>13.58</td>
<td>2.64</td>
<td>Present</td>
</tr>
<tr>
<td>ab11</td>
<td>14.5</td>
<td>2.56</td>
<td>Present</td>
</tr>
<tr>
<td>ab15</td>
<td>12.4</td>
<td>2.76</td>
<td>Present</td>
</tr>
<tr>
<td>ab23</td>
<td>8.51</td>
<td>2.54</td>
<td>Present</td>
</tr>
<tr>
<td>ab25</td>
<td>7.67</td>
<td>2.55</td>
<td>Present</td>
</tr>
<tr>
<td>ab37</td>
<td>0.64</td>
<td>2.67</td>
<td>Absent</td>
</tr>
<tr>
<td>ab41</td>
<td>1.69</td>
<td>2.62</td>
<td>Absent</td>
</tr>
<tr>
<td>ab43</td>
<td>1.37</td>
<td>3.01</td>
<td>Absent</td>
</tr>
<tr>
<td>ab44</td>
<td>0.95</td>
<td>2.62</td>
<td>Absent</td>
</tr>
<tr>
<td>ab45</td>
<td>1.73</td>
<td>2.70</td>
<td>Absent</td>
</tr>
</tbody>
</table>

Table 1 & Table 2 show the area of the lesion and elapsed time comparison respectively of three algorithms. Table 3 gives an idea of exact detection of the normal and abnormal image of the proposed method by displaying a message of Lesion present or absent.
V. PERFORMANCE EVALUATION

**Lesion Area(mm²)**

<table>
<thead>
<tr>
<th>AREA</th>
<th>K-MEANS</th>
<th>KFCM</th>
<th>FCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>ab7</td>
<td>ab15</td>
<td>ab25</td>
</tr>
<tr>
<td>5</td>
<td>ab42</td>
<td>ab41</td>
<td>ab44</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig.1: A graph of Lesion Area Comparison**

**Elapsed Time(sec)**

<table>
<thead>
<tr>
<th>Time</th>
<th>FCM</th>
<th>KFCM</th>
<th>K-MEANS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>ab7</td>
<td>ab15</td>
<td>ab25</td>
</tr>
<tr>
<td>5</td>
<td>ab42</td>
<td>ab41</td>
<td>ab44</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig.2: A graph of Elapsed Time Comparison**

Performance evaluation of the MRI cases performed by consulting a radiologist working at a JJM Medical college & hospital, davangere.

The primary motivation of merging FCM & K-Means algorithms is 1) FCM clustering is used to reduce the total iterations and accurately segment lesion area. 2) K-Means clustering is used to reduce execution time.

This chapter clearly presents that the lesion area of KFCM is lesser than FCM and near to K-Means as shown in fig.1. When compared with FCM, KFCM produced most identical lesion region to the manual delineation by the oral dentist & radiologist. However, the execution time required by KFCM is lesser than FCM and near to K-Means as shown in fig.2. The developed system segment exact lesion area from MRI image using KFCM segmentation and morphological operations. To test the system, we collected the dataset of 46 MRI images containing lesions and others with no lesions. Out of 46 sample images, 36 oral lesion images and 10 with no lesion images used to evaluate the performance of the developed approach using three measures. These are the segmentation accuracy, sensitivity, and specificity.

**Segmentation Accuracy:** It is the total number of correctly segmented MRI images compared to the lesion in the image. It describes True Positive rate, number of correctly segmented MRI images that have oral lesions.

**Sensitivity:** It describes True Positive rate, number of correctly segmented MRI images that have oral lesions.

**Specificity:** It describes True Negative rate, number of correctly segmented MRI images that have no oral lesions.

**Table 1. Segmentation Accuracy of the Proposed System**

<table>
<thead>
<tr>
<th>Method</th>
<th>Number Of MRI Images</th>
<th>Correctly Segmented MRI Images</th>
<th>Segmentation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>46</td>
<td>95.65%</td>
<td>100%</td>
</tr>
<tr>
<td>KFCM</td>
<td>46</td>
<td>95.65%</td>
<td>100%</td>
</tr>
<tr>
<td>K-MEANS</td>
<td>46</td>
<td>95.65%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 1 & 2 show the experimental results of the developed system, where the segmentation accuracy obtained is 95.65% after testing the proposed system by lesion and non-lesion MRI images. The sensitivity and specificity of the developed approach is 100% and 83.33% respectively. The proposed approach demonstrated an excellent efficiency in segmenting lesions of an MRI image using KFCM segmentation technique.

VI. CONCLUSION AND FUTURE WORK

There are varieties of lesions. Lesion may be a soft tissue lesion or hard tissue lesion in the mouth. If it is a soft tissue, then it is extracted by K-Means algorithm easily from the oral cells. If noise or other artifacts are present in the MRI images, it removed in preprocessing. The noise-free MRI image given as an input to the K-Means. In this research, a K-Means algorithm performs the initial clustering of the images. After an initial segmentation, an appropriate cluster selected depending on the criteria of an updated membership set. Next, a cluster predicting tumor is obtained using FCM. Then, the tumor is segmented from the image using morphological operations and finally, tumor area calculated in approximate reasoning. The experimental results clarify that the suggested research gives better segmentation result with minimum execution time & accurate lesion area. Furthermore, results proved that even small size lesions also detected.

Segmentation accuracy of KFCM is compared with FCM Clustering in the experiment, as shown in table 1 & 2. These results show higher efficiency in segmenting lesions of MRI images using KFCM segmentation technique by achieving high accuracy of 95.65%. In future, advanced algorithm with more features can implement to achieve more segmentation accuracy and less execution time.
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