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Abstract: Brain Computer Interface (BCI) using Electroencephalogram (EEG) is one of the versatile tools to measure the brain thoughts and convert them to operate the external devices in the deficiency of biological controls. These techniques are used to develop the rehabilitative devices for the individual person who affected with locked in syndrome (LIS). The main reason for LIS is due to death of motor neurons. To overcome the real world problem we conduct our experiment with eight normal patients for four tasks using three electrode system and ADI T26 bio amplifier with Lab chart. Four task signals are applied to statistical method to retrieve the twenty two features and trained with the feed forward neural network (FFNN) and feed forward neural network with wolf Grey Optimization algorithm (FFNNWGOA) to see network model which was more perfectly supported to identify the tasks. The study showed that statistical features through feed forward neural network with grey wolf optimized algorithm classifier produced maximum performances of 94.06% compared to other feed forward neural network classifier model and also we identified that optimized features demonstrated maximum performances in minimum time duration during training in all the following twenty trials.
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I. INTRODUCTION
Communication was one of the versatile tool for human being to interact with their neighbors in the environment to share their thoughts. But sometimes the person with motor neuron disease (MND) like ALS, Cerebral palsy, Brainstem lesion , stroke etc attacked individuals were unable to fulfill their basic needs . So they required help from assistive techniques other than that of conventional methods to complete their needs. For such individual’s need of rehabilitative devices were increased rapidly. So the research area was also growing fastly. Developing rehabilitative devices with the help of electroencephalogram (EEG) is one of the necessary techniques to measure the brain signals for people with Locked in State (LIS).

LIS is otherwise called pseudocoma which affects the verbal communication and all the voluntary activities in the body but the affected patients was conscious and aware. During this attack remaining cognitive functions are remain unaffected [1]. To overcome such condition some of the remarkable research products developed by using EEG signals were stated here they are, Gaming controller[2], Smart Home Controller[3], TV channel Controller[4], wheelchair [5]-[9], Keyboard controller[10]-[12], Eye tracking Glass [13], Music Player [14]-[15], Web browser Controller [16], Arm Movement Controller [17]-[19], Mouse Controller[20], Virtual Car Driving System[21]. In this research work we compared and studied the performances of traditional method with hybrid technique using FFNN (with benchmark Levenberg Marquardt back propagation algorithm and hybrid Grey wolf Optimization algorithm).

II. LITERATURE SURVEY
Using modern Electroencephalogram several systems were developed for the exhausted person to overthrown their problems. Some of the relevant research carried out in this area were listed down. S.C.Chen et al (2013) proposed remote control system using fast fourier transform and steady state evoked potential trained with common selection training and simulated path test from ten male subjects and two female subjects and obtained the accuracy of 89.51% and 92.31% with information transfer rate of 105 bits per minutes and 41.79 bits per minute[22]. A.Turnip et al (2016) designed four state wheelchair in offline using adaptive network based fuzzy inference system algorithm from four subjects and obtained the accuracy of 90% [23]. N.Akkaya et al(2016) developed EEG based wheelchair using fast Fourier transform features with several classifiers and obtained 100% accuracy for fuzzy neural network classifier [24]. W.Li, et al(2018)., modeled vehicle driving system using Common Spatial Patterns trained with K-nearest neighbors classifier to analyze the performances from six subjects and reached the average accuracy of 91.1% for classification with a bit transfer rate of 85.80 per minute [25], T.H.Nguyen et al(2018)., developed offline and online EEG based virtual keyboard to select 26 characters and special symbols using
Power Spectral Density features with Support Vector Machine classifier and obtained the classification accuracy of 93.8\% and 92.3\% [26]. Y.Jiang et al.(2018), developed two channel wearable semi asynchronous BCI and obtained the accuracy of 77\%[27]. T.H.Nguyen and W.Y.Chung (2019), designed and tested the EEG based Speller for disabled person in offline and online using steady-state visual-evoked potential and convolutional neural network from eight subjects and obtained the classification accuracy of 99.2\% and 97.4\%[28]. The background study proves that manipulating the BCI for disabled person using ordinary FEATURES or hybrid technique was the Normally the FFNN model used in this study was trained with benchmark Levenberg Marquardt back propagation algorithm with default parameters to obtain the classification accuracy. But in this research we applied the hybrid technique by training the network using Grey wolf Optimization algorithm to analyze the performance between the traditional technique and modern technique to evaluate the result.

III. METHODOLOGY

A. Feature Extraction

Subject selection, Experimental setup, Protocol design and signal collection methods were already prescribed in our preceding study [29]-[32]. An EEG signal gathered from subject2 during data collection was illustrated in the fig.1. Accumulated data from eight subjects are treated with variance method to excavate the different features. Variance is a statistical method to analyze how dataset was spread in larger population as well as in smaller population. It was calculated by subtracting the mean samples from current samples to calculate how much set of observation deviated or diverge from each other [33]-[36]. Variance can be calculated by using below mentioned equation 1. 

\[ \delta^2 = \frac{\sum (x_i - \bar{x})^2}{n-1} \]

Steps for converting data samples to features

Step1 \(\rightarrow\) Apply the data samples.
Step2 \(\rightarrow\) Analyze the mean samples.
Step3 \(\rightarrow\) Subtract the mean samples from each values of \(x_i\).
Step4 \(\rightarrow\) Square the step3 values.
Step5 \(\rightarrow\) Determine the sum of the squared values from step4.
Step6 \(\rightarrow\) Divide the step5 values by \(n-1\) to compute the variance of the samples.

Were \(\delta^2\) indicates the variance of the data samples, \(x_i\) represents the items in the dataset, \(\bar{x}\) specifies the mean samples \(\varepsilon\) gives the summation of each values of \(x_i\) and \(n\) denotes the total number of samples. Twenty-two important features were extracted per trials and trained with FFNN and FFNNWGOA to find the best classification technique to segregate the EEG signals.
IV. CLASSIFICATION TECHNIQUES

Due to simplicity and reliability, bio-inspired optimization algorithms were commonly used by all the researchers. By hybridizing the conventional method with new optimization techniques, several improved performances were attained by different research groups. In our experiment, we prepared to analyze the best classifier for dissimilating the task using FFNN and FFNNWGOA. FFNN classifier with learning algorithms and its default parameter initializations for training the data were discussed in our preceding study [37]-[40].

A. Grey Wolf Optimization Algorithm

GWO Algorithm was one of the important optimization algorithms which is mainly based on hunting techniques followed by the Grey Wolf based on the predominant hierarchy of hunting wolves to catch the prey. Normally in this method, wolves are classified into four categories namely Alpha level (α), Beta level (β), Gamma level (δ), and Omega level (ω). Four levels of the wolves are categorized and fixed as per privileges. Gamma level wolves are divided into three types: Scouts, Sentinels and Elder, Hunters and Caretakers. The four wolves levels were shown in the fig. 2.

Grey wolves are live in hierarchical order from Alpha level (α) to Omega level (ω). Each level of wolves has different style in hunting the prey. The decision was made by Alpha level wolves (α) and followed by Beta level (β) and Gamma level (δ) wolves. According to the movements of three level wolves Omega level (ω) wolves automatically update their position to hunt the prey. For hunting the prey, the wolves pack applying the three techniques they are Prey Encircling, Hunting, Attacking and Search for Prey.
In the prey encircling techniques wolves pack encircles the prey according to that location and also individual agent will relocates the place to catch the prey. In the hunting technique wolves are ready to get information from Alpha level wolves ($\alpha$), Beta level ($\beta$) and Gamma level ($\delta$) wolves to attack the prey and also attacking takes place in random order. In the third technique first three level wolves are start to attack the wolves, belong to the prey position, Omega level ($\omega$) automatically update their position to support the remaining wolves [41]-[42]. Working flow of the algorithm was illustrated in Fig.3. 22 features extracted from the variance features was trained and tested with ten hidden neurons using benchmark Levenberg Marquardt back propagation algorithm and hybrid Grey wolf Optimization algorithm based neural network classifier. During the classification the classifier consists of 60% of training data and 40% of testing data with maximum iteration limit of 1000 and also the error tolerance was fixed at 0.1 with a learning rate of 0.0001[43]-[48]. FFNNWGOA architecture model applied in this research was illustrated in the fig.4.
V. EXPERIMENT RESULT
Experiment was conducted with eight male subjects. Thirty trials per subject were trained with benchmark FFNN and optimized FFNNWGOA to identify the classification accuracy between the two network models. The average performances of the two network models were tabulated in the Table.1 and Table.2. From the Table.1 and Table.2 we observed that average performances were varied for subject to subject in terms of all the following parameters. From the Table.1 We interpret that the features trained with feed forward neural network using Levenberg–Marquardt algorithm showed the mean classification accuracy of 91.92% and average maximum classification accuracy of 93.05% and average minimum classification accuracy of 90.20% with testing and training time of 0.91 Second and 40.74 seconds.

From the same Table.1. We determined that maximum classification accuracy of 92.95% for subject S6 and minimum classification accuracy of 90.67% for Subject S2 using the VARIANCE features which was demonstrated in the fig.5 and fig.6.

From the Table.2 We interpret that the features trained with feed forward neural network using Wolf Grey Optimization algorithm showed the mean classification accuracy of 94.06% and average maximum classification accuracy of 95.27% and average minimum classification accuracy of 93.16% with training and testing time of 0.72 Second and 33.02 seconds. From the same Table.2. We determined that maximum classification accuracy of 95.89% for subject S6 and minimum classification accuracy of 92.98% for Subject S2 using the variance features which was demonstrated in the fig.5 and fig.6.

After the experimental result we finalized that variance features trained using FFNNWGOA network models outperforms the benchmark FFNN network models trained with Levenberg–Marquardt algorithm in terms of accuracy, maximum and minimum performances for all the subjects which was exposed in the fig.7. From all the observation from Table.1 and Table.2 we concluded that features trained with Wolf Grey Optimization algorithm using FFNN was better than Levenberg–Marquardt algorithm using FFNN.

VI. CONCLUSION
Three twenty trials of master dataset obtained from four task signals were applied to statistical method to retrieve the twenty two features and trained with the feed forward neural network (FFNN) and feed forward neural network with wolf Grey optimization algorithm (FFNNWGOA) to see network model which was more perfectly supported to identify the tasks. The study concluded that statistical features through feed forward neural network with grey wolf optimized algorithm classifier produced maximum performances of 94.06% compared to feed forward neural network classifier model and also we identified that optimized features demonstrated maximum performances in minimum time duration during training in all the following twenty trials.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Mean Testing Time (sec)</th>
<th>Mean Training Time (sec)</th>
<th>Average Performance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.9</td>
<td>40.45</td>
<td>93.88</td>
</tr>
<tr>
<td>S2</td>
<td>0.87</td>
<td>40.98</td>
<td>93.12</td>
</tr>
<tr>
<td>S3</td>
<td>0.92</td>
<td>40.83</td>
<td>92.4</td>
</tr>
<tr>
<td>S4</td>
<td>0.93</td>
<td>40.56</td>
<td>92.32</td>
</tr>
<tr>
<td>S5</td>
<td>0.9</td>
<td>41.52</td>
<td>92.68</td>
</tr>
<tr>
<td>S6</td>
<td>0.9</td>
<td>40.2</td>
<td>94</td>
</tr>
<tr>
<td>S7</td>
<td>0.94</td>
<td>40.76</td>
<td>93.1</td>
</tr>
<tr>
<td>S8</td>
<td>0.91</td>
<td>40.64</td>
<td>92.89</td>
</tr>
<tr>
<td>Average</td>
<td>0.91</td>
<td>40.74</td>
<td>93.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Mean Testing Time (sec)</th>
<th>Mean Training Time (sec)</th>
<th>Average Performance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.71</td>
<td>32.89</td>
<td>94.62</td>
</tr>
<tr>
<td>S2</td>
<td>0.73</td>
<td>32.76</td>
<td>94.67</td>
</tr>
<tr>
<td>S3</td>
<td>0.76</td>
<td>33.45</td>
<td>95.38</td>
</tr>
<tr>
<td>S4</td>
<td>0.73</td>
<td>33.58</td>
<td>95.21</td>
</tr>
<tr>
<td>S5</td>
<td>0.71</td>
<td>33.14</td>
<td>94.84</td>
</tr>
<tr>
<td>S6</td>
<td>0.69</td>
<td>32.18</td>
<td>96.82</td>
</tr>
<tr>
<td>S7</td>
<td>0.72</td>
<td>33.2</td>
<td>95.49</td>
</tr>
<tr>
<td>S8</td>
<td>0.74</td>
<td>33.02</td>
<td>94.67</td>
</tr>
<tr>
<td>Average</td>
<td>0.72</td>
<td>33.02</td>
<td>95.27</td>
</tr>
</tbody>
</table>
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Fig. 5. Maximum Accuracy

Fig. 6. Minimum Accuracy

Fig. 7. Mean Average Accuracy
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