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Abstract: Due to data spread across various heterogeneous data stores, information retrieval in Enterprise data stores is always challenging compared to web based retrieval systems. We have proposed a collaborative fusion based information retrieval in [1] using the observation on similar users tends to prefer similar search results. The solution applied three dimensions of user similarity, document similarity and user to documents affinity to a collaborative information fusion based retrieval. The work also proposed active feedback based search result revision to get highly relevant results. But the work did not have any provision for personalization and could not handle the cold start problems. Without consideration for cold start problems, the user to document affinity cannot be modeled accurately as the result, the collaborative fusion process is affected. In this work, we improve our earlier solution of collaborative fusion based information retrieval with consideration for user personalization and solution for cold start problems. The solution is based on query refinement using the information hidden in enterprise messaging systems. A user profile is built as vector of concepts using the information in enterprise messaging systems and this user profile concept vector is used to refine the query in way to personalize the results and avoid cold start problems. Compared to approach in [1], the proposed query refinement based personalization is able to increase the relevancy accuracy by 10% as obtained from experimental results.
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I. INTRODUCTION

A typical enterprise generates large volumes of data about customer, products, sales, transactions, employee etc. These data are stored across various data stores web servers, file servers, wiki, databases etc. With consideration for security, the data is controlled with various levels of access rights. Retrieval of information from enterprise data stores is considerably more difficult than web information retrieval. Following are some of the challenges in enterprise information retrieval as shown in Table 1.

<table>
<thead>
<tr>
<th>Challenges in Enterprise Information Retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple data formats</td>
</tr>
<tr>
<td>Distributed</td>
</tr>
<tr>
<td>Access control</td>
</tr>
</tbody>
</table>

Table 1: Challenges in Enterprise information retrieval

An enterprise information retrieval system must be designed to respond to user request by looking for relevant information in the data stores and respond with ranked relevant results, such that it meet the needs of the users. Different from typical enterprise systems built on indexing and retrieval from index, we proposed an enterprise information retrieval based on user and document similarity in [1]. The approach is most similar to collaborative product recommendation. Based on fusion of three important information of user similarity, document similarity, user to document preference, a collaborative fusion based recommendation was proposed. We proposed a new search idiom called concept. The document similarity was modeled in terms of similarity in the number of concepts shared by the documents and the user similarity is modeled in terms of concept preference similarity between the users. Also a feedback based tuning was proposed to fine tune the search results. The work had following open issues

1. Personalization of search result based on user profile and user search history
2. Cold start problems in Collaborative Fusion.

This work addresses these two problems and evolves the collaborative fusion based information retrieval proposed in earlier work [1]. The contributions in this work are as follows

1. Learn user profiles both statically and dynamically and represent the user profile in terms of concepts. The represented user profile concepts are also used in collaborative fusion to improve the relevancy of the results.
2. Cold start problems are avoided using concept projection based on user profile concepts.
II. RELATED WORK

The existing solutions for personalization and avoiding cold start problems in information retrieval is discussed below. Author in [2] proposed a model to represent the user’s activities during information retrieval. User set the objectives for a session, based on which the information retrieval must work and the proposed model was implemented in a prototype called METIORE. Natural language is applied in this work to express the objectives. Each document is then evaluated against objectives using Naïve Bayesian rule. The most relevant document matching to user’s objectives is given as result. User’s social web interactions are explored to extract his preferences and interests and this information is used to build the user profile and search personalization is done using this built user profile in [3].

A vector of terms corresponding to user interest is created and this represents the user profile. To accommodate changing user requirements, temporal weights adjustment is done on user profile. This temporal weight is based on user interest extracted from social media. The user personality is represented in form of class model in [4]. The user’s affinity to classes is modeled in form of weight vector. In absence of history information, weight for new class cannot be calculated. Cold start problem is avoided by using a class similarity based algorithm to estimate the weight for new class even in absence of historical information. This solves the cold start problem. The weights for classes are updated periodically on arrival of information. Learning user profile from user interactions with social content and integrating this profile for personalization in information retrieval is proposed in [5]. User profile is built based on user preferences and this information is used to fine tune the retrieval process. Based on user profile additional information is augmented to the initial query of the user. This helps in personalized search. In [6] user profile modeling depending on user’s context is used for personalized image retrieval system. The user profile is build based social network attributes such as user comments, ratings, tags and preferences. The user profile model is built using a fuzzy logic based profiling. In this the user initial description of rating concepts and context of his interest are weighted with a score calculated using a fuzzy model. This score is proportional to the preference degree of user to each concept.

A personalized information retrieval based on social network is proposed in [7]. A new measure for measuring similarity between users in social network called interestedness measure was proposed in this work. The retrieval results are personalized based on this measure. Use of citation networks to provide a low cost personalized information retrieval is explored in [8]. The solution was implemented on an evaluation framework called PERSON. Web search was personalized using user profile built from twitter data was suggested in [9]. The data from twitter is converted to various features using statistical language modeling algorithm. The performance of web information retrieval is improved due to this approach. Use of neural embedding to personalize twitter search is explored in [10]. User interest is learnt effectively using neural embedding approach. The user interest is represented as a vector of weighted words. Different from previous works, authors in [11] propose an approach to represent the documents in a form of personalized document representation suitable for personalized information retrieval. The document representation is based on users’ activities in social tagging system. Matrix factorization algorithm is used in this work. The document is represented in form suitable for matching query using the matrix factorization algorithm. Author in [12] used personalized query expansion as a way to improve retrieval efficiency. The user profile is enriched with help of external corpus and this is used for improving the user query with constructs for personalization. Two new algorithms are proposed in this work for query expansion.

Word embedding technique with weighted terms is used in those two algorithms. Annotations were used as resources to learn the user profile in [13]. Based on these user profiles query expansion process is fine tuned. In [13] author proposed a novel query expansion framework based on individual user profiles mined from the annotations and resources the user has marked. User profile is learnt in form of web embedding on a connected graph of terms present in the documents. Latent search is done on this connected graph to learn the topic tag associations. Author in [14] proposed a personalized document ranking in retrieval based on social contexts. Social annotations of documents are used as sources to learn the user profile. Work in [15] is based on the concept of similarity in judgment about relevancy by the users in same group. Based on this concept the web search is personalized. The information needed to build the profile is learnt through web click through information. The personalization scheme proposed in this work considers document preferences, user social groups and other users in the network. This work also proposes a measure to quantity the amount of personalization considering both the user and the query.

Active learning based solution to solve the cold start problem in case of recommendation system is proposed in [16]. The prediction of rating for users is based on feedback rating, users past rating and items attributed. In case of new user where past rating is not available, item attributes and feedback rating are used to learn the user profile and personalize the recommendation. Cold start problem is addressed through use of local collective embedding in [17]. The work applies matrix factorization on parameters such as item properties, user past experiences to learn the collective embedding’s. Item description is used as only source to predict the recommendation when user past experiences are absent. Cold start problem is solved applying imperialist competitive algorithm in [18]. It is two stage processes. The tag extracted from user past data are clustered using K-medoids algorithm in offline stage. The recommendation for user is done in an online process using the information built in offline mode.

III. PROPOSED SOLUTION

Most of existing solutions proposed for personalization and solving cold start problems are based on integration of social media. User profile is built using the social media information. Based on the user profile, query expansion or result ranking is done to meet challenges in personalization and cold start problems. In enterprise environment, this integration with social media does not work.

In enterprise environment, this gap can be bridged with enterprise user details like department, year of experience and enterprise communication platforms like emails, document ownership and co-authorship information. The user profile is modeled in terms of significant concepts weighted with temporal coefficient to signify.
the freshness. A new fusion mechanism is added to collaborative fusion rule proposed in [1] to personalize the search and to solve cold start problems.

A. User Profile Modeling

In this work the user profile model is built based on contents from enterprise communication systems like Email, shared board, document authored and co-authored. The user profile model is built based on vector of concepts. The concept is learnt using the following procedure.

The contents such as email, shared board, document authored and coauthored are split to chronological bins with each bins representing a month. In the contents within the bin the standard stop words are removed. Natural language processing is done to identify only nouns and adjectives in document. The identified nouns and adjectives are stemmed and duplicate words are removed to create unique concept. Each concept corresponding to bins are associated with a temporal linear degrading weight with most recent bins concepts given higher weight than others. The temporal linear degrading weight is modeled as below in Fig. 1 linear decreasing function.

![Fig. 1: Linear decreasing function](image)

The \( x_0 \) is the most recent bin and the \( x_1 \) is the oldest bin. The weight for concepts in bin is calculated as

\[
wt(x) = f(x) \cdot IW
\]

Where, IW is the configured max weight value for a concept. The concept extraction procedure is detailed in the flowchart Fig. 4.

As the result of concept extraction a vector of concepts is created with weights as shown below

\[
UP = \{ <C_1, W_1>, \ldots, <C_n, W_n> \}
\]

B. Query Refinement

The architecture of the collaborative fusion enhanced for personalized and solving cold start problem is given in Fig. 2. The main change from earlier solution in [1], the search query from user is refined in Fig. 3 instead of directly mapping the search query to concept.

The query to concept mapping is done by selecting the k-gram in the concept list matching to query provided by the user. The query to concept score (QC) is evaluated for each concept in entire candidate list and the concepts are ranked based on the score. Before evaluation, the entire alias for the query is generated.

\[
QC(Q,C) = \sum_{i=2}^{N} f(Q_i, C) - \text{(3)}
\]

Where \( N \) is the number of alias for the query \( Q \) including \( Q \). \( f(Q_i, C) \) is the function which provides value of 0 or 1. The function outputs 1 when \( Q_i \) and \( C \) are similar. The \( QC \) is calculated for each concept and the concept with the highest \( QC \) is taken for refinement. Along with this concept, the concepts from user profile are fused to get the refined query to be used for collaborative fusion procedure discussed in [1]. The fusion is done as follows

1. The intersection of concepts from the user profile and QC ordered is taken.
2. If the intersection list is empty, a new list is constructed by joining the QC ordered list to the top K weighted concepts from user profile which is related to the QC ordered list by value greater than a threshold
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Fig. 2: Collaborative Fusion

Fig. 3: Query Refinement
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Fig. 4: Concept Extraction Procedure
The relation is calculated as joint frequency of occurrence of the concepts in same document. It is given as

\[ R(a,b) = \sum_{E(a)} \sum_{E(b)} \] - (4)

Where a and b are the concepts and the relation is given as number of documents in which both a and b are jointly present divided by total number of documents in which a is present and b is present. Due to addition of related concepts, the cold start problem is avoided.

**IV. RESULTS**

The proposed system for personalized information retrieval was compared against [1]. Dataset used for evaluation is TREC Enterprise Track 2007[19]. TREC dataset is most used for testing the information retrieval algorithms. National Institute of Standards and Technology (NIST) maintains this dataset. The goal of TREC enterprise track is to conduct experiments with enterprise data that reflect the experiences of users in real organizations. The dataset have 370715 documents with different types. A set of 50 queries was designed and the expected results and their ranking order is established before the start of the test. The performance is measured in terms of

1. \( R^2 \) measurement
2. Hold out Estimated accuracy
3. Precision
4. Recall
5. Ranking Analysis

\( R^2 \) measurement is one for measure of accuracy of statistical models. It is calculated as

\[ R^2 = \frac{SS\ Predicted}{SS\ Total} = 1 - \frac{\sum_{i=1}^{n} (\hat{y} - \bar{y})^2}{\sum_{i=1}^{n} (y - \bar{y})^2} \] [1]

Where \( n \) is the number of data instances, \( \bar{y} \) is mean of actual values of the instances, \( \hat{y} \) is the predicted value of the data instance i.

Hold out Estimated accuracy is measured as

\[ acc_h = \frac{1}{h} \sum_{v_i,y_i} \sigma(v_i,y_i) - (\delta) \] [1]

Where \( D_h \) is the subset of data set D of size \( h \) and \( \sigma(v,y) = 1 \) if \( v=y \) and 0 other wise. \( v_i \) is the predicted value of instance i and \( y_i \) is the actual value of instance i.

Precision is the ability of the system to present only relevant items. It is measured as

\[ P = \frac{|R_{A}|}{A} \] [1]

Where \( |R_{A}| \) is the number of items relieved and \( A \) is the total number of items retrieved in response to search query.

Recall is the ability of the system to present all relevant items. It is measured as

\[ R = \frac{|R_{A}|}{\|R_{m}\|} \] [1]

Where \( |R_{m}| \) is the total number of relevant items in the document set.

Document ranking analysis is done to measure the effectiveness of ranking in the proposed system.

**Table 2: \( R^2 \) Measurement**

The proposed solution is able to increase the \( R^2 \) by 5.01% compared to collaborative fusion proposed in [1].

<table>
<thead>
<tr>
<th>( X )</th>
<th>Proposed</th>
<th>[1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS Predicted</td>
<td>10674</td>
<td>11294</td>
</tr>
<tr>
<td>SS Total</td>
<td>12412</td>
<td>12412</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>85.99%</td>
<td>91%</td>
</tr>
</tbody>
</table>

**Table 3: Precision and Recall**

The precision and recall of the proposed solution is higher than fuzzy based solution [1] as shown in Fig. 6.

<table>
<thead>
<tr>
<th>( X )</th>
<th>Proposed</th>
<th>[1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.91</td>
<td>0.85</td>
</tr>
<tr>
<td>Recall</td>
<td>0.85</td>
<td>0.828</td>
</tr>
</tbody>
</table>

**Fig. 5: Hold out accuracy**

**Fig. 6: Precision and Recall comparison**

The ranking of the relevant documents for the first 50 queries are split into following categories in intervals of 10.

- 1-10 \( \rightarrow \) A
- 11-20 \( \rightarrow \) B
- 21-30 \( \rightarrow \) C
- 31-40 \( \rightarrow \) D
- >40 \( \rightarrow \) E
Not retrieved → F

The document frequency is calculated in each category and the result is given below Table 4 for both the proposed and solution [1].

<table>
<thead>
<tr>
<th>$X$</th>
<th>Proposed</th>
<th>[1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A(1-10)</td>
<td>83.83%</td>
<td>73.83%</td>
</tr>
<tr>
<td>B(11-20)</td>
<td>15.89%</td>
<td>7.44%</td>
</tr>
<tr>
<td>C(21-30)</td>
<td>1.13%</td>
<td>2.13%</td>
</tr>
<tr>
<td>D(31-40)</td>
<td>1.06%</td>
<td>1.06%</td>
</tr>
<tr>
<td>E(41)</td>
<td>1.06%</td>
<td>1.06%</td>
</tr>
<tr>
<td>F(Not retrieved)</td>
<td>7.02%</td>
<td>12.02%</td>
</tr>
</tbody>
</table>

Table 4: Relevant Analysis

Highly relevant ranked results are provided as result in the proposed personalization solution compared to collaborative fusion proposed in [1].

V. CONCLUSION

In this work we have enhanced the Collaborative Fusion based information retrieval proposed in [1] with personalization and solution for cold start problems. The solution relied on building the user profile in terms of temporal weighted concepts extracted from enterprise communication systems. The extracted concepts are then fused with search query derived concepts to refine the query. The refined query is able to personalize the search result as it seen from category wise ranking accuracy. Due to personalization, the relevancy of search results improved. Also use of enterprise messaging system to build user profile is able to avoid cold start problems. The relevancy of search results increased by 10% compared to work [1] proving the efficiency of the proposed query refinement based personalization.
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