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Abstract: Agriculture plays an important role in Indian economy. Maximizing the crop productivity in one of the main tasks that farmers are facing in their day to day life. They are also lacking in the basic knowledge of nutrient content of soil and selection of crops those best suit their soil thereby improving the crop productivity. In this work, the dataset has been taken from the soil test centres of Dindigul district, Tamilnadu. The parameters are the 12 various nutrients present in the soil samples collected from the different regions of Dindigul district. Using PCA, the dataset has been reduced to 8 parameters. Data Mining classification techniques like decision tree, KNN, Kernal SVM, Linear SVM, Logistic regression, Naive Bayes and Random forest are deployed on the original and dimensionality reduced datasets to predict the crops to be cultivated based on the availability of soil nutrient in the datasets. The performance of the algorithms are analysed based on certain metrics like Accuracy score, Cohen’s Kappa, Precision, Recall And F-Measures,Hamming Loss, Explained Variance Score, Mean Absolute Error, Mean Squared Error and Mean Squared Logarithmic Error. The Confusion matrix and Classification report are used for analysis. The Decision Tree is found to be the best algorithm for the soil datasets and dimensionality reduction does not affect the prediction.
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I. INTRODUCTION

Agriculture plays a vital role in Indian Economy. Farmers are lacking in basic knowledge about their soils and crops to be cultivated to maximize the production. Crop cultivation mainly depends on the soil, weather and water. Soil is the main source of nutrients for crops. Hence maintenance of soil health is important for sustaining its productivity over long run[1]. Soil testing gives a brief idea about soil structure and mineral compositions rations and must be done frequently to analyze the vitality of soils during the seasonal changes.

Indian Government has established soil test centres at every district head quarters [2]. The soil test provides information about the various chemical properties such as EC, pH, along with micro nutrients N, P, K and macro nutrients Zn, B, Cu, Fe [3]. Proper soil nutrition will prevent nutrient-related plant stress and crop losses through pests, diseases, and poor post-harvest quality. From the soil, the roots of a plant receive nutrients which help it grow. In this paper, the soil nutrient data set is subject to dimensionality reduction and data mining classification techniques are applied over both the original and dimensionality reduced data sets to predict the crops to be cultivated. The main aim of the paper is to determine the classification algorithm suitability for the soil data set, thereby assist farmers in crop selection for cultivation and does dimensionality reduction affects the performance of the classification algorithms.

The entire dataset tuples are split into two sets, viz., a training set and test set. The training sets are randomly sampled from the dataset. The remaining tuples form the test set. The classifier is built in the learning step by the classification model by analysing the training set. Prediction of the class labels are done in the classification step. The predictive accuracy of a classifier is estimated from the test set. The percentage of test sets that are correctly classified by the classifier is the accuracy of a classifier. The best way to achieve higher accuracy is to test out different algorithms. By cross-validation, the best one can be selected. Classification algorithms like decision tree, KNN, Kernal SVM, Linear SVM, Logistic regression, Naive Bayes and Random forest are deployed on the soil datasets and their performance are analysed based on certain metrics like Accuracy score, Cohen’s Kappa, Precision, Recall And F-Measures, Hamming Loss, Explained Variance Score, Mean Absolute Error, Mean Squared Error and Mean Squared Logarithmic Error. The Confusion matrix and Classification report are used for analysis. The main problem is comparative study of these classification algorithms using soil dataset before and after dimensionality reduction.

Data analysis process and the classification problems become tedious with increase in the dataset dimensionality, that may result in sparse data which makes both the supervised and unsupervised learning task a bigger problem, which is called as the ‘curse of dimensionality’ [4]. More the number of features lower the classification accuracy. More computation cost and more memory usage happen with many classification algorithm due to high dimensional data. Also, according to Tan et al., a simplified easily understandable model and visualization techniques can be achieved when the attribute space is reduced [5].
Principle component analysis (PCA) is used to reduce the dimension by looking at the linear dependencies between the dataset attributes and strongest patterns in the data. It reduces the attribute space by having less needed information about the original dataset.

The organization of this paper is as follows. In Section 2, the literature review conducted is described and the study to be done is introduced. Section 3 describes about PCA, the dataset collection, its preprocessing activities and the classification techniques used. Section 4 discusses the results of the classification algorithms for predicting the crop to be cultivated. Finally, section 5 includes conclusion and future work.

II. LITERATURE REVIEW

Howley et al. [6] have applied PCA on the original high dimensional spectral dataset and applied the classification techniques like C4.5, RIPPER, linear SVM, RBF SVM, k-NN and linear regression. They have come to the conclusion that combining PCA and classification techniques improves the classification accuracy for high dimensional dataset. They have used NIPALS method [7] and computed the needed n Principal Components (PCs). When more PC is included, C4.5 and RIPPER have resulted in the same error, whereas linear SVM, RBF SVM, k-NN and linear regression have resulted in little bit smaller error.

Mohini et al. [8] has stressed that the attributes those result in increased effectiveness without any compromise in performance can alone be retained through dimension reduction which is to be carried out prior to classification.

Popelinsky et. al. [9] has applied PCA and used C5.0, instance-based learner and Naïve Bayes on the dimensionality reduced dataset. Two runs were conducted, viz., the first n PCs added with the original attribute; and, the PCs replaced them. With the first run, all algorithms resulted in improved classification accuracy and with the second run, Naïve Bayes algorithm resulted in increased accuracy.

Gansterer et al. [10] have investigated the benefits of dimensionality reduction in the context of latent semantic indexing for e-mail spam detection by deploying Vector space model (VSM) and latent semantic indexing (LSI). One of the problems they have dealt with is reducing the feature set and analyzing the classification performance. They have concluded that in the spam filtering, large amount of problem reduction is possible without any degradation in the performance of the classifier.

Priya et al. [11] had applied dimensionality reduction on the Pima Indian Type II Diabetes dataset and studied the performance of Naïve Bayes on it based on classification accuracy, False Negatives, False Positives, True Negatives and True Positives. It was concluded that some feature subsets have negative impact while some have positive impact on the performance of the classifier; and by finding the optimal feature subsets, the performance of the classifier can be enhanced.

From the review, it is found that most of the authors have analysed the performance of classification algorithm based on accuracy on the dimensionally reduced dataset and the original dataset. In this study, more techniques are applied on a single dataset and analysed on more metrics. Classification algorithms like decision tree, KNN, Kernel SVM, Linear SVM, Logistic regression, Naïve Bayes and Random forest are deployed on the soil datasets and their performance are analysed based on certain metrics like Accuracy score, Cohen’s Kappa, Precision, Recall And F-Measures, Hamming Loss, Explained Variance Score, Mean Absolute Error, Mean Squared Error and Mean Squared Logarithmic Error using PYTHON. The Confusion matrix and Classification report are used for analysis.

III. RESEARCH METHODOLOGY

Data collection, cleaning and coding:
For this work, data was collected from the soil test centers in Dindigul district. Standard methods were adopted in the soil testing centers for the identification of the soil nutrients, viz., EC, pH, N, P, K, Fe, Zn, Cu, B, OC, S and Mn. Samples from various villages covering almost the entire district were collected. Nearly 44000 samples were collected. The collected data was preprocessed by removing unwanted data, noisy data and blank data. Extreme values in each attributes are treated as noisy data. The data was cleaned by removing all the abbreviations and converted to numerical form. 35700 samples from the processed data were taken. The data was initially coded in EXCEL and finally converted to comma delimited .csv.

Principal Component Analysis:
All 12 parameters are vital for plant growth and yield. Dimensionality reduction can be applied for speeding up the classification process. One of the tools used for identifying the principal component and reducing the dimensionality is PCA. PYTHON was used to analyze PCA for the soil data. Component identification is done with the cumulative percentage of variance. Components that has up to 80% of variance are retained and hence the first eight components: pH, N, P, K, S, Zn, Fe and Mn can be taken as principal soil components. With the existing features, in both the original and the dimensionality reduced datasets, a target class was added which gives the crops that can be cultivated. The class label is given in the number form.

The various classification algorithms were applied on both the resultant datasets with 0.1% of the data taken as test data.

Decision tree:
Decision tree is a tree structure classifier where, each internal node represents a test on an attribute, each branch represents an outcome of a test and each leaf node represents a class [12]. Based on some chosen properties, this algorithm categorizes the population. This algorithm based on entropy was applied on the dataset and the decision tree was obtained.

SVM:
The unique feature of SVM is, it chooses the decision boundary in such a way that the distance from the nearest data points of all the classes are maximum.
It finds the most optimal decision boundary, ie., it finds the maximum margin from the nearest points of all the classes [13]. Support vectors are the nearest points from the decision boundary that maximize the distance between the decision boundary and the points. Linear SVM and C-Support Vector (Sigmoid Kernal) classifications are implemented here.

**kNN:**
The kNN is a non-parametric approach. Here, in a dataset, a k samples nearer to unknown samples are grouped together (e.g., based on distance functions), from which the average of the response variables are calculated and the class labels of the unknown samples are found (i.e., the class attributes of the k nearest neighbor) [12]. In this study k is taken as 5.

**Logistic regression:**
Linear regression is a statistical model used to find the linear relationship between two or more variables—a dependent variable and independent variable(s), ie., when one (or more) independent variables increases (or decreases), the dependent variable also increases (or decreases) [14]. For classification, Logistic regression is a linear model, but not for regression. In this study, logistic function is used to model the probabilities describing the possible outcomes of a single trial.

**Naive Bayes:**
The naive Bayesian classifier is a supervised statistical classifier which can deal with any number of features or classes [15]. Here, Bayes theorem is used to calculate the most likely class label of the new instance.

**Random forest:**
A random forest is a collection of unpruned decision trees which fits lot of decision tree classifiers. It is often used when the training data sets and input variables are large. It improves the predictive accuracy by averaging and controls over-fitting[16]. Here, each tree is built by replacing the sample drawn from the training set. When the tree is constructed, to split a node, the best split among a random subset of the features is chosen. Here the random forest algorithm is applied on the dataset with 5 as the number of trees.

**IV. RESULT AND DISCUSSIONS**
The algorithms were executed on both datasets in .CSV (Comma Separated format) files using PYTHON and the various metrics were analysed. Table I. shows accuracy on training set, accuracy on test set, mean accuracy and standard deviation resulted by the various algorithms applied on the datasets. As can be seen from the table I, the Decision Tree algorithm has cent percent accuracy both on the training and test set. The algorithms following in the line are Random forest, kNN and NaiveBayes. The accuracy score function shows the accuracy of correct prediction, which is either a fraction (default) or the number (normalize=False). If the entire set is predicted correctly, then the accuracy is 1.0; otherwise it is less than 1. The accuracy score function shows that the Decision Tree algorithm has the correct predictions, followed by Random forest, kNN and NaiveBayes. Decision Tree has the highest mean accuracy followed by Random forest, kNN and NaiveBayes. Standard deviation accuracy should be a minimum one. The table I. shows that the Decision tree algorithm results in the minimum standard deviation accuracy, i.e., its results is more accurate prediction followed by linear SVM, kNN and Logistic regression.

When comparing the performance based on accuracies between the original and dimensionality reduced datasets, there is no significant change with the decision tree and random forest algorithms. For kNN, NaiveBayes and Kernal SVM, the performance improves when the dimensionality is reduced, whereas for linear SVM and logistic regression the performance decreases when dimensionality is reduced.

Table II. shows the average precision, average recall, average f1-score, explained variance score and Cohen Kappa Score for the various algorithms applied on the datasets. Precision is used to check the wrong labelling of negative sample and recall is used to find all the positive samples [17]. The F1-measure (f1-score) gives the weighted harmonic mean of the precision and recall. Cohen Kappa Score expresses the level of agreement between two annotators on a classification problem. From the table 4.2, it is clear that Decision Tree has the highest score is all metrics, followed by random forest, kNN and Naive Bayes. Cohen Kappa score indicates that decision tree algorithm has the best agreement. When comparing the performance between the original and dimensionality reduced datasets, there is no change with the decision tree and no significant change with the random forest algorithm. For kNN, NaiveBayes and Kernal SVM, the performance improves when the dimensionality is reduced, whereas for linear SVM and logistic regression the performance decreases when dimensionality is reduced.

The table III shows the Mean Absolute Error, Mean Squared Error, Mean Squared Logarithmic Error and Hamming loss of the algorithms applied on the dataset. It is clear that decision tree has null error rate, followed by random forest and kNN. The decision tree algorithm results in no hamming loss followed by random forest. When comparing the performance between the original and dimensionality reduced datasets, there is no change with the decision tree. For kNN, NaiveBayes and Kernal SVM, the performance improves when the dimensionality is reduced, whereas for linear SVM and logistic regression the performance degrades when dimensionality is reduced and no slight reduction in performance with the random forest algorithm.
<table>
<thead>
<tr>
<th>ALGORITHM</th>
<th>AVG PRE</th>
<th>AVG REC</th>
<th>AVG F1 SCORE</th>
<th>EXPLAINED VARIANCE SCORE</th>
<th>COHEN KAPPA SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRDS</td>
<td>ODS</td>
<td>DRDS</td>
<td>ODS</td>
<td>DRDS</td>
<td>ODS</td>
</tr>
<tr>
<td>DT</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>KerSVM</td>
<td>0.73</td>
<td>0.67</td>
<td>0.71</td>
<td>0.64</td>
<td>0.82923</td>
</tr>
<tr>
<td></td>
<td>0.91</td>
<td>0.87</td>
<td>0.91</td>
<td>0.87</td>
<td>0.96947</td>
</tr>
<tr>
<td>LinSVM</td>
<td>0.44</td>
<td>0.53</td>
<td>0.52</td>
<td>0.55</td>
<td>0.84178</td>
</tr>
<tr>
<td>LogREG</td>
<td>0.83</td>
<td>0.59</td>
<td>0.57</td>
<td>0.41</td>
<td>0.82259</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>0.91</td>
<td>0.88</td>
<td>0.91</td>
<td>0.87</td>
<td>0.99522</td>
</tr>
<tr>
<td>RF</td>
<td>0.98</td>
<td>0.99</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99574</td>
</tr>
</tbody>
</table>

Table –III: MAE, MSE, MSLE and Hamming Loss for the algorithms

<table>
<thead>
<tr>
<th>ALGORITHM</th>
<th>MEAN ABSOLUTE ERROR</th>
<th>MEAN SQUARED ERROR</th>
<th>MEAN SQUARED LOG ERROR</th>
<th>HAMMING LOSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRDS</td>
<td>ODS</td>
<td>DRDS</td>
<td>ODS</td>
<td>DRDS</td>
</tr>
<tr>
<td>DT</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>KerSVM</td>
<td>0.39376</td>
<td>0.68839</td>
<td>0.69959</td>
<td>0.02035</td>
</tr>
<tr>
<td></td>
<td>0.11296</td>
<td>0.1714</td>
<td>0.19847</td>
<td>0.32001</td>
</tr>
<tr>
<td>LinSVM</td>
<td>0.72423</td>
<td>0.67214</td>
<td>1.34522</td>
<td>1.26251</td>
</tr>
<tr>
<td>LogREG</td>
<td>0.74832</td>
<td>0.63123</td>
<td>1.39283</td>
<td>1.17868</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>0.22031</td>
<td>0.42046</td>
<td>1.03921</td>
<td>2.65534</td>
</tr>
<tr>
<td>RF</td>
<td>0.01979</td>
<td>0.01531</td>
<td>0.03099</td>
<td>0.02763</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND FUTURE WORK

This study has conducted a comparison between the performance of classification algorithms like decision tree, KNN, Kernal SVM, Linear SVM, Logistic regression, Naive Bayes and Random forest on the original soil dataset and dimensionality reduced dataset using PYTHON. The algorithms are compared on various metrics. It is concluded that Decision tree is found suitable for this dataset with little compromise in the execution time for predicting the crops to be cultivated. The other algorithms that top in the rank are random forest and KNN. When execution time is given importance, Naive Bayes can be used. There is no significant difference in the performance of the algorithms when dimensionality reduction is applied. The work can be extended further by performing dimensionality reduction using other methods.
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