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Abstract: Intricate details of cells and tissues can be visualised by fluorescence microscopy and the images obtained can be then be quantitatively analysed. However, during image acquisition, distortions of the images occur by convolving the object with Point Spread Function. To remove this blurring, computational deconvolution methods are used in which the original image is restored with improved contrast. Our study analysed various fluorescence images, after the nuclei segmentation of the images, by both Deblurring (Blind Deconvolution, Lucy Richardson and Wiener filtering) and Restoration algorithms (Inverse filtering and Regularised filtering), which are the two main categories of deconvolution methods, in MATLAB 2016b. After statistical analysis (Mann Whitney U test) of area and homogeneity of the segmented nuclei of the various images for the different deconvolution methods, statistical significant difference was found in the case of area ((p=0.027) for Original vs. Inverse filter and (p=0.029) for Original vs. Regularised filter)) for restoration algorithms and for homogeneity, it was found for original vs. all the deconvolution methods, which shows that quantitative evaluation of the features can be used to further determine the better deconvolution method and in this case Restoration algorithms proves better than Deblurring algorithms.

Index Terms: Deconvolution, Deblurring algorithms, Fluorescence microscopy, Point Spread Function, Restoration algorithms

I. INTRODUCTION

In research related to biomedical field, analysis and quantitative measurement in the structures of biological tissues and cells (e.g. total amount of DNA inside a cell nucleus), interactions and dynamics of cellular forces can be investigated by fluorescence microscopic imaging [1]. Fluorescence microscopy can be used as a quantitative imaging assay and the introduction of green fluorescent protein and its spectral variants is responsible for it. However, the nature of the imaging acquisition system and its response to known standards should be validated and the relative signal levels in different parts of the image acquired should be preserved by any image processing algorithm used for analysis of quantitative imaging assays [2]. The quantitative analysis of samples is hampered by problems in imaging system which leads to the reduction of maximal resolution obtainable by it leading to measurement defects which in turn disfigure the image. Thus the imaging hardware, the acquisition process, fundamental aspects of photon detection must be taken into contemplation [3]. The distortion or blurring acquired in the image are restored using image processing algorithm known as image deconvolution [4]. It is also used to enhance contrast and perceive small, faint objects in the image that might be unnoticed otherwise. The two major types of deconvolution methods are deblurring and restoration algorithms. Though the deblurring algorithms remove blur, mishandling of blurred light occurs by treating a series of optical sections as individual two-dimensional entities [5]. On the other hand, restoration algorithms convolve object with point spread function of the microscope to produce image data [6]. Deconvolution of fluorescence microscopy biological images by means of computational restoration procedures has engrossed attention in the past couple of years [5], [6].

A. Structure and function of fluorescence microscopy systems

Fluorescence microscopes use the in addition to or instead of reflection and absorption, the event of fluorescence and phosphorescence. The two major divisions of these light microscopes are Widefield and Confocal, which are used extensively (Figure 1). 3-D data from the sample is documented in a set of 2-D images of various in-focus planes of the sample. In case of Widefield microscope, images have low lateral resolution since image at the detector plane contains both in-focus plane and out-of-focus knowledge as light released from the out-of-focus regions cannot be differentiated from the in-focus plane light [7]. On the other hand, Confocal microscopic images have high lateral resolution as much of the out-of-focus light is averted by introducing a pinhole in front of the detector. However low Signal to Noise ratio is obtained in this case as only those photons passing through the pinhole are gathered [7]. Different types of systemic noise needs to be minimised by pre-processing the digital image data before quantitative analysis. In one example, illumination variation across the area of charged couple device (CCD) camera used in fluorescence microscopy especially in Widefield microscopy is improved by correcting the flat field of CCD field thus leading it to not being affected by illumination systemic errors [8]. In another example, time dependent illumination variation is corrected by simply summing the fluorescence signal in each frame and then fitting the summed signals to a polynomial in the fluorescence microscopy [9].
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The quantitative relationship of the image data ideally should be preserved before using any processing algorithm as this will help in interpretation of identified objects [10].

![Figure 1: Structure of the two different types of fluorescence microscopes (A) Widefield Microscope (B) Confocal Microscope](image)

**B. Deconvolution techniques in fluorescence microscopy**

In fluorescence microscopy, during imaging of cells and tissues, objective lens with high numerical aperture and good resolving power are used in order to decrease photon shot noise and to identify small objects respectively. However these lenses have narrow depth of field which results in an image that combines in-focus as well as out-focus information from focal plane and elsewhere of the sample respectively which results in decrease in contrast and not resolving of individual objects. This is a problem mostly in imaging in cases of intrinsically thick tissue and cells as density of the blurred light amplifies linearly along with the thickness of the sample. Hence in samples which are more than 10–20 mm thick, blurring becomes an eminent problem [11]. The blurring produced on a sample by an objective lens is expressed by the point-spread function (PSF). Methods related to PSF have been extensively reviewed till date [12]–[17]. Blurring in fluorescence microscopy is caused by convolution of the object with the PSF in addition to noise and deconvolution reinstates the original object to an enhanced resolution and higher SNR level. The procedure is illustrated in Figure 2 where ⊗ represents the convolution operation. Deconvolution method in fluorescence microscopic systems comprises of optical and computational techniques [18]. In optical method, the out-of-focus light is cast off before it reaches the detector in order to decrease distortion. This results in distinct but anisotropic image which has to be improved by computational methods. In computational technique, from each optical slice of a 2-D data, out of-focus contribution is deducted by the computer. For deconvolution involving medical imaging application, computational speed as well as dependability of the solution is vital [18].

**C. Models and properties of microscopic PSF**

The distortion or blurring in 3-D image of the specimen, obtained by focusing the fluorescence microscope at different planes of the structure of series of 2-D images of the sample, is caused by mostly out-of-focus light which amounts to the characterization of PSF i.e. the fluorescence microscopic system’s 3-D impulse response [19],[20]. Due to introduction of diffraction ring patterns in radial planes by finite lens aperture by fluorescence microscope, a microscopic PSF shows radial directional symmetry and optical directional asymmetry resulting in low resolution of the acquired 3-D sample, mostly due to band limited PSF [21]. During image acquisition process, the corruption during image measurement is caused by intrinsic and extrinsic noise. Intrinsic noise follows Poisson model where an arbitrary number of light photons is created after each photon hits the detector screen. Extrinsic noise is established by other sources which are exemplified by assorted statistics like Gaussian, uniform etc. [22]. In case of fluorescence microscopy, negligible extrinsic noise is produced due to use of CCD camera as image detector. Gaussian noise model is preferred over Poisson noise model, which is more realistic in comparison, as it simplifies numerical computation [23].

The Gaussian noise model is given by

\[ g(x, y, z) = f(x, y, z) \otimes h(x, y, z) + w(x, y, z), \quad x, y, z \in \mathbb{R} \]  

(1)

where \( f(x, y, z) \) is the 3-D specimen of interest, \( h(x, y, z) \) is the PSF of the fluorescence microscope and \( w(x, y, z) \) is an additive Gaussian noise and \( \otimes \) represents the convolution operation. The matrix form of (1) is

\[ g = Hf + w \]  

(2)

where \( H \) is the sampled PSF, and \( f \) is the vector form of the discrete object \( w \) is the 3-D vector form of \( w(x, y, z) \) [7].

![Figure 2: Process of convolution and deconvolution of an image obtained by fluorescence microscopy (Pictures taken as an example from online site of Biological Department Imaging Facility, Washington University in St.Louis.)](image)
Before starting the deconvolution operation, the background term can be eliminated from the obtained image after its estimation, hence it is not included in the model. However Gaussian model can outperform Poisson model only in the case of high SNR [24].

In our study, we have compared different deconvolution image processing methods, both deblurring and restoration, on the nuclei of biological cells of various fluorescence microscopic images, convolved with Gaussian Noise Model, in order to determine the deconvolution method most suitable for giving clearer resolution and subsequent information of fluorescence microscopic biological images.

II. METHODOLOGY

A. Segmentation of nuclei of the cells in fluorescence microscopic biological images

10 human cell images were taken from the online Cell Imaging Library, maintained by Centre for Research in Biological Systems. The following images were taken-CIL:10102 (Cultured retinal pigment epithelial cells immunofluorescently labelled for clathrin (green) and nucleus (blue)), CIL:10103 (Cultured retinal pigment epithelial cells immunofluorescently labelled for adaptor protein-2 (AP2) (green) and nucleus (blue)), CIL:10104(Cultured retinal pigment epithelial cells immunofluorescently labelled for transferrin receptor (TfnR) (green) and nucleus (blue)), CIL:13382(Cultured retinal pigment epithelial cells immunofluorescently labelled for transferrin receptor (TfnR) (green) and nucleus (blue)), CIL:13383(The nuclei of biological cells of various fluorescence microscopic images, convolved with Gaussian Noise Model, showing the nucleus (blue) and mRNAs of TFR (transferrin receptor) identified by fluorescently labelled oligonucleotide).

The RGB images were split into Red, Green and Blue channels in MATLAB 2016b and the blue channelled images were selected as they represented nuclei.

B. Deconvolution image processing methods

Deconvolution on the images was done by both deblurring and restoration algorithms. In deblurring, Wiener, Lucy Richardson and Blind deconvolution filtering were used. In restoration, Inverse and Regularised filters were used. For all the methods, Gaussian model was used as PSF. The methods were carried out in MATLAB 2016b. The general characteristics of the deconvolution methods carried out over the years, for fluorescence microscopy images are given in Table I.

1) Deblurring algorithms

In deblurring algorithms, also known as neighbour based methods, the contribution of out-of-focus fluorescence in each optical section is recognized and eliminated by first taking into consideration the image as a sum of the in-focus signal and the out-of-focus signal from neighbouring sections and deblurring one section at a time. A given optical section and its immediate neighbours are given as:

\[
\text{image}_n = \text{object}_n \otimes \text{psf}_n + \text{object}_{n+1} \otimes \text{psf}_{n+1} + \text{object}_{n-1} \otimes \text{psf}_{n-1}
\]  

(3)

To calculate object \(n\), by replacing with suitable optical sections in the image data, equation (3) can be rewritten as:

\[
\text{image}_n = \text{object}_n \otimes \text{psf}_n + \text{image}_{n+1} \otimes \text{psf}_{n+1} + \text{image}_{n-1} \otimes \text{psf}_{n-1}
\]  

(4)

The advantage of using deblurring algorithms is that the can be computed quickly in spite of the neighbours in the solution adding errors [25].

a) Wiener filtering

The image deformation model shown in (1) is for additive Gaussian noise which is independent of signal. \(g(x, y, z)\), for a known \(h(x, y, z)\), in (1) is deconvolved as:

\[
\Gamma(x, y, z) = g(x, y, z) \otimes h^*(x, y, z)
\]  

(5)

where \(x, y, z \in R\) and \(h^*(x, y, z)\) is the mean-square error (MSE) i.e. optimal stationary linear filter for the deconvolution [7].

b) Blind Deconvolution and Lucy Richardson methods

Most algorithms rely on precise PSF modelling, which poses its own set of problems like present noise in an experimentally measured PSF and inability to remove all aberrations of microscopic optics by theoretical PSF. The advantage of blind deconvolution lies in the fact that it can determine both microscopic PSF and 3-D image simultaneously [26]. The Blind deconvolution is based on Lucy Richardson algorithm which can be given as:

\[
\Gamma_{i+1}(\alpha) = \left\{ \left. \frac{h(\beta, \gamma)g(\beta, \gamma)h^*(x, y, z)}{\Gamma_i(\alpha)} \right\} \right\}
\]  

(6)

where \(a\) and \(\beta\) are two events, \(\Gamma_i(\alpha)\) is the object distribution at the \(i\) th iteration, \(h(\beta, \alpha)\) is the PSF centred at \(a\), and the degraded image is \(g(\beta)\).

Extending the problem to 3-D, equation (6) in its Blind Deconvolution form can be rewritten as:

\[
\Gamma_{i+1}(x, y, z) = \left\{ \left. \left[ g(x, y, z) / \Gamma_i(x, y, z) \otimes h^{-k-1}(x, y, z) \right] \right\} \right\}
\]  

(7)

where at the \(k\)th blind iteration it is assumed that the PSF is known from the \((k-1)\) th iteration. The object \(\Gamma_i(x, y, z)\) is calculated for a specified number of Lucy Richardson iterations as in (7), where the index \(i\) represents Lucy Richardson iteration. The PSF \(h^{-k-1}(x, y, z)\) is then calculated from (7) for the same number
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In order to lessen the noise sensitivity present in Lucy Richardson algorithm, image recorded is convolved with Gaussian function to repress the high-frequency parts/low SNR regions. Further, same Gaussian is convolved with PSF to cause smoothing of Lucy Richardson algorithm [27].

2) Restoration algorithms

Restoration algorithms are another method for deconvolution of microscopic images. After the object is estimated by equation (8), it is convolved with PSF to produce the image data given by equation (9).

\[
\text{image} = \text{object} \otimes \text{psf} \quad (8)
\]

\[
\text{image} = \hat{o} \otimes \text{psf} \quad (9)
\]

where \(\hat{o}\) represents an approximation at the object. These methods are iterative and advance through the following steps:

1. \(\hat{f}^{(k)} = \hat{o}^{(k)} \otimes \text{psf}\)
2. \(\hat{o}^{(k+1)} = \hat{o}^{(k)} \otimes h^{(k)} \text{image/}\hat{f}^{(k)}\)
3. If \(\hat{o}^{(k+1)} < 0\), then \(\hat{o}^{(k+1)} = 0\)
4. \(k = k + 1\)

where \(\hat{f}\) is the estimate after blurring with the psf and \(k\) represents iteration number [25].

In step 1, the estimate of the object \(o^{(k)}\) is convolved with psf to give estimate blur \(i^{(k)}\). In step 2, a new estimate \(o^{(k+1)}\) is produced after updating old estimate \(o^{(k)}\) by comparing blur \(i^{(k)}\) with image data. In step 3, any values of \(o^{(k+1)}\) which are less than 0, are approximated as 0. This step is done to avoid linearity. In step 4, the iteration is amplified so that until a stable \(o^{(k+1)}\) is achieved, steps are repeated from step 1 [25].

a) Inverse filtering

Assuming the Gaussian noise model given in (1) without the additive Gaussian noise, the 3-D deconvolved image for inverse filtering method, for a known \(h(x, y, z)\), is given by the following equation-

\[
\hat{f}(x, y, z) = F^{-1}\{(G(\omega_x, \omega_y, \omega_z)h(\omega_x, \omega_y, \omega_z))\} \quad (10)
\]

where \(\omega_x, \omega_y,\) and \(\omega_z\) denote the frequency domain counterparts of the space variables \(x, y,\) and \(z\), respectively; \(G(\omega_x, \omega_y, \omega_z)\) and \(h(\omega_x, \omega_y, \omega_z)\) are the 3-D Fourier transforms of \(g(x, y, z)\) and \(h(x, y, z)\); \(\hat{f}(x, y, z)\) is the deconvolved image of the specimen in 3-D; and \(F^{-1}\) is the inverse Fourier transform operation in 3-D [7].

b) Regularised filtering

Regularised filter or least square method follows the image deformation model given by the following equation-

\[
g(x, y, z) = f(x, y, z) \otimes h(x, y, z) \quad x, y, z \in \mathbb{R} \quad (11)
\]

The matrix form of equation (11) is given by the following equation-

\[
\mathbf{g} = \mathbf{Hf} \quad (12)
\]

The least square solution of equation (12) is given by the following equation-

\[
\mathbf{f} = (\mathbf{H}^\top \mathbf{H})^{-1} \mathbf{H}^\top \mathbf{g} \quad (13)
\]

where \(\mathbf{f}\) denotes the estimated 3-D image in vector form after the deconvolution operation [7].

C. Feature extraction and statistical analysis

After deconvolution on the nuclei of the 10 images were done by Wiener, Lucy-Richardson, Blind deconvolution, Inverse and Regularised filterings, features like area and homogeneity of the nuclei were extracted in MATLAB 2016b and statistical analysis (Mann Whitney U test) was done on the values obtained to determine statistical significant difference between the different deconvolution processes (Table II).

III. RESULTS AND DISCUSSION

The original images i.e. CIL:10102, CIL:10103, CIL:10104, CIL:13382, CIL:13383, CIL:13384, CIL:13385, CIL:35158, CIL:35161 and CIL:41066 are shown in Figures 3(A), 3(B), 3(C), 3(D), 3(E), 3(F), 3(G), 3(H), 3(I) and 3(J) respectively.

The result of deconvolution methods i.e. Wiener, Blind Deconvolution, Lucy Richardson, Inverse filter and Regularised filter on the segmented nuclei of the image CIL:10102 are shown in Figures 4(B), 4(C), 4(D), 4(E) and 4(F) respectively, of the image CIL:10103 are shown in Figures 5(B), 5(C), 5(D), 5(E) and 5(F) respectively, of the image CIL:10104 is shown in Figures 6(B), 6(C), 6(D), 6(E) and 6(F) respectively, of the image CIL:13382 is shown in Figures 7(B), 7(C), 7(D), 7(E) and 7(F) respectively, of the image CIL:13383 is shown in Figures 8(B), 8(C), 8(D), 8(E) and 8(F) respectively, of the image CIL:13384 is shown in Figures 9(B), 9(C), 9(D), 9(E) and 9(F) respectively, of the image CIL:13385 is shown in Figures 10(B), 10(C), 10(D), 10(E) and 10(F) respectively, of the image CIL:35158 is shown in Figures 11(B), 11(C), 11(D), 11(E) and 11(F) respectively, of the image CIL:35161 is shown in Figures 12(B), 12(C), 12(D), 12(E) and 12(F) respectively and of the image CIL:41066 is shown in Figures 13(B), 13(C), 13(D), 13(E) and 13(F) respectively.

Table I: Characteristics of Deconvolution Methods carried out over the years on 3-D Fluorescence Microscope Images

<table>
<thead>
<tr>
<th>S. No</th>
<th>Deconvolution Method</th>
<th>Algorithms</th>
<th>PSF Model</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Deblurring</td>
<td>Wiener filter</td>
<td>Gaussian</td>
<td>High frequency components suppressed and ringing artefacts established in resultant image [28-30].</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Blind deconvolution and Lucy-Richardson</td>
<td>Poisson and Gaussian</td>
<td>Computationally exhaustive, lots of parameters involved [31-33].</td>
</tr>
<tr>
<td>2</td>
<td>Restoration</td>
<td>Inverse filter</td>
<td>Poisson and Gaussian</td>
<td>Noise intensified, uncomplicated and computationally speedy [34,35].</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regularised filter</td>
<td>Gaussian</td>
<td>Uncomplicated and computationally speedy, signal to noise ratio reduced and structural artefacts established in resultant image [36,37].</td>
</tr>
</tbody>
</table>

...
Deconvolution algorithms are mostly done to decrease blur and progress contrast in an image. Estimation and removal of blur is done in the case of deblurring algorithms (Blind Deconvolution, Lucy-Richardson and Wiener filter). Restoration algorithms (Inverse and Regularised filter), on the other hand, somewhat reinstate the blurred signal to its in-focus position by first producing an approximation of the object, thus using the blurred signal as the in-focus signal. This allows for improved SNR, intensities in the image being preserved and better contrast in images.

After statistical analysis (Mann Whitney U test) on the values of area and homogeneity for different deconvolution methods on the segmented nuclei of the fluorescence microscopic images (Table II), we obtained statistical significant differences between Original image vs. Inverse filtered image (p=0.027) and Original image vs. Regularised filtered image (p=0.029) i.e. the restoration deconvolution methods in case of area. In case of homogeneity, statistical significant difference was obtained between Original image vs. Blind Deconvolution filtered image (p=0.00068), Original image vs. Inverse filtered image (p=0.00008), Original images. Lucy-Richardson filtered image (p=0.0006), Original image vs. Regularised filtered image (p=0.003) and Original image vs. Wiener filtered image (p<0.00001) i.e. for all deconvolution methods.

![Figure 3. Original images (A) CIL:10102 (B) CIL:10103 (C) CIL:10104 (D) CIL:13382 (E) CIL:13383 (F) CIL:13384 (G) CIL:13385 (H) CIL:35158 (I) CIL:35161 (J) CIL:41066](image)

![Figure 4(A) Segmented nuclei of image of CIL:10102 (B) Deconvolution by Weiner filter on 4(A) (C) Deconvolution by Blind Deconvolution on 4(A) (D) Deconvolution by Lucy Richardson on 4(A) (E) Deconvolution by Inverse filter on 4(A) (F) Deconvolution by Regularised filter on 4(A)](image)

![Figure 5(A) Segmented nuclei of image of CIL:10103 (B) Deconvolution by Weiner filter on 5(A) (C) Deconvolution by Blind Deconvolution on 5(A) (D) Deconvolution by Lucy Richardson on 5(A) (E) Deconvolution by Inverse filter on 5(A) (F) Deconvolution by Regularised filter on 5(A)](image)
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Figure 6(A) Segmented nuclei of image of CIL:10104
(B) Deconvolution by Weiner filter on 6(A)  
(C) Deconvolution by Blind Deconvolution on 6(A) 
(D) Deconvolution by Lucy Richardson on 6(A)  
(E) Deconvolution by Inverse filter on 6(A)  
(F) Deconvolution by Regularised filter on 6(A)

Figure 7(A) Segmented nuclei of image of CIL:13382
(B) Deconvolution by Weiner filter on 7(A)  
(C) Deconvolution by Blind Deconvolution on 7(A) 
(D) Deconvolution by Lucy Richardson on 7(A)  
(E) Deconvolution by Inverse filter on 7(A)  
(F) Deconvolution by Regularised filter on 7(A)

Figure 8(A) Segmented nuclei of image of CIL:13383
(B) Deconvolution by Weiner filter on 8(A)  
(C) Deconvolution by Blind Deconvolution on 8(A) 
(D) Deconvolution by Lucy Richardson on 8(A)  
(E) Deconvolution by Inverse filter on 8(A)  
(F) Deconvolution by Regularised filter on 8(A)

Figure 9(A) Segmented nuclei of image of CIL:13384
(B) Deconvolution by Weiner filter on 9(A)  
(C) Deconvolution by Blind Deconvolution on 9(A) 
(D) Deconvolution by Lucy Richardson on 9(A)  
(E) Deconvolution by Inverse filter on 9(A)  
(F) Deconvolution by Regularised filter on 9(A)
Figure 10(A) Segmented nuclei of image of CIL:13385
(B) Deconvolution by Weiner filter on 10(A) (C) Deconvolution by Blind Deconvolution on 10(A) (D) Deconvolution by Lucy Richardson on 10(A) (E) Deconvolution by Inverse filter on 10(A) (F) Deconvolution by Regularised filter on 10(A)

Figure 11(A) Segmented nuclei of image of CIL:35158
(B) Deconvolution by Weiner filter on 11(A) (C) Deconvolution by Blind Deconvolution on 11(A) (D) Deconvolution by Lucy Richardson on 11(A) (E) Deconvolution by Inverse filter on 11(A) (F) Deconvolution by Regularised filter on 11(A)

Figure 12(A) Segmented nuclei of image of CIL:35161
(B) Deconvolution by Weiner filter on 12(A) (C) Deconvolution by Blind Deconvolution on 12(A) (D) Deconvolution by Lucy Richardson on 12(A) (E) Deconvolution by Inverse filter on 12(A) (F) Deconvolution by Regularised filter on 12(A)

Figure 13(A) Segmented nuclei of image of CIL:41066
(B) Deconvolution by Weiner filter on 13(A) (C) Deconvolution by Blind Deconvolution on 13(A) (D) Deconvolution by Lucy Richardson on 13(A) (E) Deconvolution by Inverse filter on 13(A) (F) Deconvolution by Regularised filter on 13(A)
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Table II: Analysis by Mann Whitney U test on features of the segmented nuclei on fluorescence microscopic biological images for different deconvolution method

<table>
<thead>
<tr>
<th>Feature</th>
<th>Original</th>
<th>Blind Deconvolution</th>
<th>Inverse</th>
<th>Lucy-Richardson</th>
<th>Regularised</th>
<th>Wiener</th>
<th>Mann Whitney U test</th>
<th>p values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>1068.015±1541.79</td>
<td>1269.77±1251.2</td>
<td>1316.49±290.01</td>
<td>1272.83±1271.17</td>
<td>1378.14±92±1293.51</td>
<td>1303.91±1290.21</td>
<td>Original vs. Blind Deconvolution</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Original vs. Inverse</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Original vs. Lucy-Richardson</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Original vs. Regularised</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Original vs. Wiener</td>
<td>0.051</td>
</tr>
<tr>
<td>Homogeneity</td>
<td>0.8272±0.0783</td>
<td>0.7791±0.0904</td>
<td>0.7666±0.0945</td>
<td>0.7818±0.0836</td>
<td>0.7837±0.0906</td>
<td>0.7732±0.0746</td>
<td>Original vs. Blind Deconvolution</td>
<td>0.00068</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Original vs. Inverse</td>
<td>0.00008</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Original vs. Lucy-Richardson</td>
<td>0.0006</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Original Regularised</td>
<td>0.003</td>
</tr>
</tbody>
</table>

IV. CONCLUSION AND FUTURE WORK

Our study tries to compare the effect of different deconvolution methods (deblurring and restoration algorithms) on various fluorescence biological images. On visual inspection, it was found that restoration algorithms i.e. Inverse filtering and Regularised Filtering gave better clearer and better contrast in the images, in some cases deblurring algorithm like Wiener filter also gave improved results in comparison to other methods. Statistical significant differences were also found for original image vs. restoration algorithms((p=0.027) for Original vs. Inverse filter and (p=0.029) for Original vs. Regularised filter) in case of extracted feature area of the segmented nuclei and for homogeneity of the segmented nuclei of the images, statistical significant difference was found between original images vs. all the deconvolution methods.

So, overall deconvolution methods, especially restoration algorithms can improve the contrast and give clearer images which has been blurred or distorted during image acquisition for fluorescence biological microscopic images and quantitative and analysis of the features like area and homogeneity can also give a better comparison between the deconvolution methods. The hardware necessities for these calculations i.e. brisk CPUs and important memory requirements are now customarily obtainable in desktop computers, so deconvolution can be easily done by biologists and microscopists.

In future, larger datasets can be used and statistical analysis on more number of features of the images can be done to get improvised validated results.
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