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 
Abstract: Abstract: Kannada is the regional language of India 
spoken in Karnataka. This paper presents development of 
continuous kannada speech recognition system using monophone 
modelling and triphone modelling using HTK. Mel Frequency 
Cepstral Coefficient (MFCC) is used as feature extractor, exploits 
cepstral and perceptual frequency scale leads good recognition 
accuracy. Hidden Markov Model is used as classifier. In this 
paper Gaussian mixture splitting is done that captures the 
variations of the phones. The paper presents performance of 
continuous Kannada Automatic Speech Recognition (ASR) 
system with respect to 2, 4,8,16 and 32 Gaussian mixtures with 
monophone and context dependent tri-phone modelling. The 
experimental result shows that good recognition accuracy is 
achieved for context dependent tri-phone modelling than 
monophone modelling as the number Gaussian mixture is 
increased. 

Keywords : About four key words or phrases in alphabetical 
order, separated by commas.  

I. INTRODUCTION 

In recent years, ASR (Automatic Speech Recognition) 
techniques have taken a great leap forward with the help of 
Deep Neural Network (DNN) based approaches Signal 
modelling and pattern matching [1] are the basic operation of 
ASR. Accuracy in ASR is a major challenge because of 
change in context, speakers and noise in the environment. 
Two main components of ASR are, feature extractor and 
classifiers. 
There are many Classifiers used for building ASR such as 
Hidden Markov Model (HMMs), neural networks and deep 
neural networks [2]. HMMs are most widely used in speech 
recognition. Speech can be thought of as a Markov model for 
many stochastic purposes. Another reason of popularity of 
HMMs is that they can be trained automatically. HTK, Julius, 
Sphinx, and Kaldi [3] are the ASR tools. There is a lot of 
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scope to develop automatic continuous speech recognition 
system for Kannada language, which is one of the oldest 
languages of our country. Historically languages like marathi, 
telagu, tamil etc. have been derived from Kannada language. 
In this work MFCC is used as feature extractor and HTK as 
ASR tool. The paper consists of different sections and as 
follows: Section 2 deals with Literature survey. Section 3 
deals with proposed method, implementation, and results 
section 4 deals with conclusions. 

II. LITERATURE SURVEY 

Gaurav et al. [4] presented technique to build a speaker 
independent continuous ASR for Hindi language. MFCC is 
used as speech feature parameter and HMM as classifier. 
HTK-3.4 is used as ASR tool. Ahmad et al. [5] designed and 
implemented English digits speech recognition system using 
Matlab. Two modules were developed, namely the isolated 
words ASR and the continuous ASR systems. It is compulsory 
to send paper in both email address. K. Sreenivasa Rao [6] 
demonstrated prosody models to build speech systems in 
Indian languages. Duration and intonation models developed 
using feed forward neural networks are considered as prosody 
models. In this study author has considered, 145 CV units 
(classes) for the recognition. Support vector machines 
(SVMs) are used for the recognition of CV units. MFCC is 
used as feature vector.  

N. Uma Maheswari et al. [7] described speaker 
independent ASR system for Indian English language. 
Phoneme recognition is built using neural network. The 
second module built using  HMM based on timit corpus. 
Muralikrishna H. et al. [8] discusses the implementation of 
Kannada isolated digit ASR that uses MFCC as feature vector 
and Hidden Markov Model (HMM) as pattern recognizer. 
First and second order derivatives are used to obtain better 
accuracy. 

M.A. Anusuya and S.K. Katti [9] developed a statistical 
method to eliminate the silence from the audio signal, based 
on vector quantization method.  MFCC is used to extract the 
features. Recognition error rate reduced from 2.59 to 1.56 by 
using VQ1 clustering algorithm and 2.5 to 1.45 by using VQ2 
algorithm. Also the speaker dependent error recognition rate 
has also been decreased from 2.5 to 1.45, S.B. Harisha et al. 
[10] presents a Kannada speech recognition system. MFCC is 
used to extract the features of segmented words along with 
KNN as classifier.  
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Out of 10 sentences 7 sentences are recognized correctly 
and out of 104 words 95 words are recognized correctly. For 
sentences (connected words) recognition accuracy is 91.5%. 
Thimmaraja Yadava G. and H. S. Jayanna [11] have proposed 
speech recognition work using Kaldi which involves MFCC 
as feature extractor.  

The speech data is collected from 1100 farmers across 
Karnataka state. Speech data is recorded from 850 males and 
250 females. It includes 180 isolated words. Language 
Models (LMs) and Acoustic Models (AMs) are developed by 
using 10000 district name utterances of  Karnataka districts. 
16000 mandi name utterances are used for Karnataka mandis. 
18100 commodity name utterances are used. The Word Error 
Rate (WER) using Kaldi for Kannada language are 9.34%, 
11.10%, 11.40% and 11.25% for districts, mandis, 
commodities and overall speech data respectively.  Through 
this survey it is found that some of the major challenges in 
ASR include better recognition rate, low word error rate, and 
developing speech database for regional language. It is also 
found that classifiers such as HMM, Support Vector Machine 
(SVM), DNN and KNN yield good accuracy for isolated 
speech recognition system and Continuous speech 
recognition system which is around 90% irrespective of the 
language. Hence there is a need to develop a new framework 
for Kannada language recognition which combines the 
advantages of MFCC, HMM and HTK ASR as tool.  

III. PROPOSED METHOD 

This section deals with the details of proposed work 
implementation. 

A. HTK Processing Stages 

ASR system is implemented using HTK 3.4.1 version. 
Speech corpus is needed both for training and testing. In the 
case of training data, the transcriptions of the training 
utterances are used in conjunction with pronunciation 
dictionary. Here Kannada acoustic-phonetic database is used 
for implementation. ASR using HTK involves four basic steps 
as shown in Fig. 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.  1:  HTK Processing stages for ASR 

B. Data Preparation 

In this work, four native female speakers are choosen  for 
sentence utterance. Each speaker is asked to speak 300 
Kannada sentences. A total of 1200 (4 speakers x 300 
sentences = 1200 sentences) sentences are recorded with the 
help of wave surfer tool. The spoken sentences are sampled at 
16 kHz with 16 bit depth.  The word network is created by 
grammar file using the HParse tool, Master Label File (MLF)  
is a single file containing complete set of transcriptions word 
label  and phone  label are created by editor HLEd [12]. The 
step called acoustical analysis is the final stage of data 
preparation. Mel Frequency Cepstral Coefficients (MFCCs) 
features are derived using the tool Hcopy.  39 MFCC vectors 
are created and consists of 13 MFCC coefficients, 13 delta 
coefficients and 13 delta-delta coefficients. 

C. Training Phase 

The first step in HMM training is to define a prototype model.  
Its purpose is to define the model topology. A total of 1180 
sentences are used for training purpose and resulting in 64 
distinct phones generated from the collected sentences, so a 
total of 64 HMMs are created. For phone-based systems, a 
good topology to use 3 active states and two non emitting 
states. The HInit is the HTK tool that uses the predefined 
prototype, acoustic vector. The HTK tool HCompV will 
compute the global mean and variance and set all of the 
Gaussians in a given HMM to have the same mean and 
variance. The flat start monophones stored in the directory 
hmm0 are re-estimated using the  HERest, this tool updates to 
maximize the probability of observation sequence. This 
retraining is performed for several iterations. 

Phones are context dependent based on the preceding and 
succeeding phones. Monophone modeling cannot capture the 
phone variation. This shortcoming of monophone is 
overcome by triphone modelling and yields better 
performance of the ASR.  

D. Tied-State Triphone 

Monophone-based acoustic models never capture the context 
dependent phones that give poor recognition accuracy, 
leading to the work of triphone acoustic modelling. For a 
given set of monophone HMMs, the final stage of model 
implements context dependent triphone HMMs. Triphone 
creation is as follows. In the first case, triphone transcriptions 
are derived from monophone transcription, triphone models 
are generated by copying the monophones and reestimating. 
In the second case, acoustic states for the triphones created 
are tied together. Database of 1200 sentences with 2264 
words and 3114 triphones are created and these are called 
logical HMM’s. Good approximation is achieved when the 
parameters are reestimated, which results in better recognition 
accuracy then monophone modelling. 

E. Gaussian Mixture Model 

Gaussian Mixture Model (GMM) provides a statistical 
representation of how speaker generate sounds.  
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Single Gaussian model do not capture the distribution of 
feature vectors in a better way, So Gaussian mixture splitting 
is performed. These multi-Gaussian models will capture all 
the variations of phone [13]. The general form of a mixture 
model is  
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‘x’ is the observed variable‘  ’is the hidden variable. A             
d-dimensional (GMM) with M components, µm mean vectors 
cm  mixture weights, and Σm of covariance matrices. The  
density function of a Gaussian mixture model is. 

)m,;(
1

)/( 


 mxN
M

m mcxp 
                                     (2) 

where cm is the component prior of each Gaussian component. 
For this to be a valid probability density function it is 
necessary that 
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Increasing the number of components will get large number of 
parameters and results in better Probability Density Function 
(PDF) and results in better classifier. For maximum 
likelihood estimation, ‘n’ need to be specified. 
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wm is the  mixture weight. Therefore d-dimensional 
continuous-valued data vector (features) is 
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It is essential to maximize the expectation in order to 
maximize the likelihood function. Expectation is maximized 
as follows and it is an iterative process.  Let the parameters at 
iteration k be denoted by θk 
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One of the uses of above equations is to maximize the 
likelihood function thus 
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Therefore the overall procedure is 
i. Initialize the parameters of the mixture,θ0 for examle set 

all component priors to be equal, all  variances to be 
equal, and use different values for the mean    vectors 
and set k = 0 
 

ii. Calculate 


n

i

k
ixmwp

1
),/(  for all data point and 

collect the statistics for the numerators and 
denominators of the re-estimation formulae. Also 
calculate the log likelihood of the data set 
 

iii. Update the parameters as necessary to give  θk+1 , set k = 
k + 1 
 

iv. If the log likelihood increase is less than a threshold, 
stop, else go to step 2. Further iterations will increase 
the likelihood further. 

F. Testing Phase 

In this stage a new test transcription will be generated for an 
unknown 20 test sentences as it is done in training corpus 
preparation. The test signal will be converted in to a series of 
acoustic vector that is .mfcc files   using HTK tool Hcopy. 
Another HTK  recognition tool HVite is used to generate an 
output transcription file in master label file (.mlf)  format by 
taking the input observation that is acoustic vectors along with 
HMMs definition, Kannada word dictionary, and HMM list. 
Also the above command when executed fetches stored 
HMMs found in hmm1 folder to convert input word level 
transcription (words.mlf) with new phone level transcription 
(aligned.mlf). The HVite command with Viterbi algorithm 
will match with the recognizer’s Markov models. Words.mlf 
file is again processed using filtering module that elicits the 
recognized word, sentences and exhibit in text form. The 
recognizer is complete and its performance can be estimated.  

G. Results 

Total of 20 test utterances files are used to compute the 
performance of ASR, features of these 20 files are extracted 
using HCopy tool with same configuration parameters that 
are used while training and stored as test.scp files, then each 
test file is recognized along with its transcription output to the  
recout.mlf, test.mlf contains word level transcriptions for 
each input test file, the performance is estimated by using 
HResults tools. The tool gives word, sentence level statistics 
indicating recognition accuracy. 

Percent of word Correct =  
N

SDN %100
                     (12) 

Percent of sentence Accuracy =
N

SDN %1001
           (13)    

Total number of test spoken sentences is N, number of 
deletions is D, number of insertions is I, S stands for 
substitutions. Analysis of the ASR is conducted with five 
iterations of varying Gaussian mixtures (2, 4, 8, 16, and 32). 
Figure 2 shows Recognition accuracy for sentence level 
monophone and triphone. 
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 From the figure it is observed that recognition accuracy 
varies from 59.59% to 85.14% and for context-dependent 
triphone recognition accuracy varies from 73.97% to 95.17% 
as the number of Gaussian mixtures varies 2 to 32. Therefore 
triphone model gives better results as compared to the 
monophone model.Similarly for word level analysis, 
experiments were performed five times with different number 
of Gaussian mixtures. Figure 3 shows recognition accuracy 
for context-independent (monophone) and context dependent 
(triphone) models. It is observed that recognition accuracy 
varies from 73.29% to 82.24% and 83.56% to 91.78% for 
monophone and triphone respectively. Better word level 
accuracy is obtained for context based-triphone model when 
compared with monophone modelling. Figures 4 and 5 show 
relative improvement in recognition accuracy for sentence 
level and word level respectively for monophone and triphone 
modelling. From the figure it is observed that not much 
increment in recognition accuracy, as the number of Gaussian 
mixtures are increased. It is mainly due to over fitting of 
Gaussian mixture model parameters.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

IV. CONCLUSION 

Kannada Continuous ASR system using triphone 
modelling developed is implemented using MFCC and HTK 
with monophone modelling and triphone modelling in 
combination with Gaussian mixture. Sufficient amount of 
speech Corpus is developed for training and testing purpose. 
Single Gaussian model doesn’t capture all the variation of the 
phones. So Gaussian mixture splitting is performed. These 
multi-Gaussian models will capture all the variations of 
phone. Testing is performed using Viterbi search process and 
from experimental results shows that tied-state triphone 
system gives better performance then monophone system and 
accuracy increases as the number of mixture components is 
increased. In this work context-independent results in 85.14% 
accuracy and context-dependent yields 95.17%.   
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