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Abstract: Dealing with the growing amount of user posted content like preferences, responses, comments, past experiences and beliefs spread through social media is a vital but challenging task. Being applied in several domains, recommender systems are used to find solutions and suggestions based on users interests including tourism-related opinion detection and tourist-attraction spot identification. Tourists can access and analyze this information for making decisions and predicting best tourist places. This study aims to predict tourist attraction spots and their related information by analyzing the data from social media (Facebook, Twitter etc.) which in turns help the tourist industry by deliberating what kind of attractions tourists can have and how to obtain their preferences. For this purpose four algorithms such as Kernel Density Estimation, K-Nearest Neighbor, Random Forest and XG Boost have been used. The findings revealed that XG Boost yields better results in terms of accuracy than other three algorithms.
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I. INTRODUCTION

It is often necessary for travelers to consult with experts, natives, or friends about which tourism attractions to visit at their desired destinations (e.g., where to visit, where to stop, and how to get there, Customs and Arrival rules, advice, and so on).

Exchanging travel-related information between travelers using the Internet and online social networks has become more important and effective. Different tourist spots were grouped and categorized according to their profiles using ranking method [1]. People have access to incredible extents of travel information, but finding and/or classifying the most relevant information is problematic.

People used to share text, images, audio and video of their events/places visited. Facebook users mostly share their data (nearly 57%) in image format but at the same time most of the users post textual views about the places they visited in addition to sharing their photographs. Analyzing the social media is getting more popular and useful for advertising and predicting the top influential users and ranking most important data. Page ranking algorithms and its revisions are used in most of the cases for predicting top n users/websites/places in a social network. These types of study are extremely helpful to promote product/campaign or protect unwanted rumors among its users. Raamakirtinan and Jenila [2] used Sentiment Weighted Page Ranking Algorithm for predicting top influential users in Facebook social media. Usually, countries and cities invest a huge amount of money in planning and preparation in order to welcome tourists [3]. This paper discusses four algorithms for predicting the top tourist spots. Furthermore, thorough comparison of four methods in terms of accuracy has been made for recommending top ‘n’ touristic spots.

II. LITERATURE SURVEY

Social media data is used for analysis and prediction of traffic. Sridevi et. al. [4] has conducted the study using random forest algorithm for analyzing the Twitter data using Twitter API or Twitter archive, and then tweets were classified based on location. It also dealt the number of active participants in each place based on the number of tweets.

Tourism plays a vital role in local economies. It is necessary to inspire foreign tourists to stimulate local economies. Maeda et. al. [5] has conducted the study to understand the characteristics of foreign tourists expect of areas near tourist attractions compared with what domestic tourists expect. In this study, a tourist destination is defined small areas focusing the historic sites, theme parks, hotels, and restaurants. The proposed method successfully extracted the locations of tourist destinations and characterizes those locations based on the points of interest in the neighborhood.

Baraglia et. al. [6] used supervised learning techniques such as Gradient Boosted Regression Trees and Ranking SVM for predicting the “next” geographical position of a tourist. The learning is done on the basis of an object space represented by a 68 dimension feature vector, specifically designed for tourism related data.

In this study, four prediction algorithms viz., K-Nearest Neighbor model, Random Forest model, XG Boost model and Kernel Density Estimation model has been used for predicting the top tourist spots. The details of four algorithms and their implementation for prediction are discussed in further sections.
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III. PROPOSED METHOD

The modules of the proposed system are illustrated in Fig.1. Dataset including Place-id, latitude, longitude and time are given as an input to the prediction algorithms “Model A - K-Nearest Neighbor model”, “Model B - Random Forest model”, “Model C - XG Boost model” and “Model D - Kernel Density Estimation (Non-Parametric model)”.

![Fig. 1. The modules of a Proposed System](image1)

Data Collection

The system is designed as a stand-alone terminal offering users by predicting the top tourist spots based on classification results. All data is stored in a Microsoft Excel spreadsheet and is retrieved and operated by Microsoft-Excel as csv result.

![Fig. 2. Dataset details](image2)

A. K-Nearest Neighbor

K Nearest Neighbor (KNN) is a simple algorithm that stores all available cases and classifies new cases based on a similarity measure (e.g., distance functions). KNN has been used in statistical estimation and pattern recognition already at the beginning of 1970’s. It compares the check-in input with other data set that is closest in terms of their Euclidean distance to the check-ins. Here all the processes happen at the time of prediction therefore, it takes more computation time.

B. Random Forest

Random forest and random decision forests are ensemble learning methods for classification and regression. It is a bagging method that operates by constructing an assemblage of decision trees at training time and outputting the class that is the mode of the classes for classification or mean prediction for regression of the individual trees. It consists of a large number of individual decision trees that operate as an ensemble as given in Fig 3.

![Fig. 3. Random Forest](image3)

\[ f = \sum_{i=1}^{b} f^b(x') \]

Where \( f \) is the total function, \( b \) is the bagging, \( f^b \) is the bagging function, \( x' \) is the train sample data.

C. XG Boost

XG Boost is based on boosting method which reduces the error of training data by taking the probability of misclassified point every time and gradient help to find the loss every tie so it learns from the previous model and improves the accuracy. It is an ensemble of additive model as shown in Fig 4 or base learners that is composed of several base learners by choosing a function that minimizes the overall loss. So in this system it starts with simple regression on check-in data which give some prediction after calculating the error and generate new prediction function by adding the error with the previous function.

![Fig. 4. XG Boost](image4)
The above said four models have been implemented for a given dataset and the results obtained are illustrated in Fig 6, Fig 7, Fig 8 and Fig 9.

Starting...
feature engineering on train
feature engineering on validation
Data prepared in: 0:11:22.113811
Row 0 completed in: 0:00:00.207733
Row 1 completed in: 0:00:00.42.875825
Row 2 completed in: 0:00:00.10.587800
Row 3 completed in: 0:00:01.532703
Row 4 completed in: 0:00:02.318206
Row 5 completed in: 0:00:02.584266
Row 6 completed in: 0:00:00.19.419971
Row 7 completed in: 0:00:02.197026
Row 8 completed in: 0:00:10.765706
Row 9 completed in: 0:00:19.959122
Row 10 completed in: 0:00:22.072885
Row 11 completed in: 0:00:19.052400
Row 12 completed in: 0:00:20.226352
Row 13 completed in: 0:00:20.080604
Row 14 completed in: 0:00:21.587254
Row 15 completed in: 0:00:20.745577
Row 16 completed in: 0:00:19.874965
Row 17 completed in: 0:00:20.758258
Row 18 completed in: 0:00:18.048371
Row 19 completed in: 0:00:18.068012
Predictions made in: 0:21:29.947781
Final score: 0.53710806
Task completed in: 0:21:32.956006

IV. RESULTS AND DISCUSSION

The accuracy (final score) of KNN algorithm is 54% whereas Random forest algorithm gives 62% accuracy.

<table>
<thead>
<tr>
<th>Latitude</th>
<th>Longitude</th>
<th>Score</th>
<th>Actual Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>9585176434</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>9637829120</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0714550086</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0720355171</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0756520100</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0766364664</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0768374501</td>
<td>0.46</td>
<td>0.70</td>
<td>0.56</td>
</tr>
<tr>
<td>0820399910</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0854970910</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0856360779</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0992656240</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

micro avg 0.53 0.53 0.53 2019
macro avg 0.11 0.11 0.11 2019
weighted avg 0.45 0.53 0.40 2019

Fig 7: Prediction of Top Tourist spots using Random Forest algorithm

The statistical estimated accuracy of KDE algorithm is 57% which is shown in Fig 8.

iv. Kernel Density Estimation

Kernel Density Estimation is a statistical and non-parametric algorithm that estimates the probability of kernel density function where the kernel is a function which estimates the check-in density of each grid and to find out the most accurate grid structure, needs to cross-validate it by finding the best bandwidth parameter. It mainly explored spatiotemporal data to estimate the check-in density where Gaussian kernel function is used to calculate the spatiotemporal kernel density of each trajectory.

$$f(l' | L, h) = \frac{1}{n} \sum_{i=1}^{n} K(l' - l_i)$$

Where k () is Gaussian kernel function, L (l1, l2, l3, .... ln) is the given set of locations, l’ is 2D dimensional record in the form of (latitude, longitude) of each record, if L points are far away from l’ similarity value then F (l’ | L, h) will be large or if L points are close to similarity value then F (l’ | L, h) will be small.

$$k(l' | l_i) = \frac{1}{2\pi h} e^{(-\frac{(l' - l_i)^2}{2h^2})}$$
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![Graph showing prediction of tourist spots using KDE algorithm](image)

In [85]: from sklearn.neighbors import KernelDensity
def kde():
    kde = KernelDensity(kernel='gaussian', bandwidth=0.3).fit(z)
    score = kde.score_samples(z)
    return score

score = kde()

Fig. 8. Prediction of Top Tourist spots using KDE algorithm
Fig 9. Prediction of Top Tourist spots using XG Boost

The accuracy of prediction using four learning algorithms viz., KNN, KDE, Random forest, and XG Boost is tabulated in Table1. The results show XG Boost produces 95% accuracy comparing to other algorithms and this model is best suitable for prediction of tourist attraction places.

Table1: Results of Learning Algorithms

<table>
<thead>
<tr>
<th>S.no</th>
<th>Methods Used</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>KNN</td>
<td>0.54</td>
</tr>
<tr>
<td>2.</td>
<td>KDE</td>
<td>0.57</td>
</tr>
<tr>
<td>3.</td>
<td>Random Forest</td>
<td>0.62</td>
</tr>
<tr>
<td>4.</td>
<td>XG Boost</td>
<td>0.95</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

This research work focuses suggesting top tourist attraction spots by evaluating opinionated sentences from social media users. We used four machine learning algorithms such as KNN, KDE, Random forest, and XG Boost to train and test the classifiers for tourism-related opinion mining. The accuracy scores of tourist attract spot detection were 54%, 57%, 62% and 95%, respectively and our result shows XG Boost model produces more accuracy.
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