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Abstract: Now days, for the identification of personal information of a person, biometrics is mostly used. Also for the personal identification, the recognition of eye based biometric feature extraction is the most powerful tool. The biometric is an important identity to identify the individual. But in real time it is quite difficult to capture the better quality of iris images. The images obtained are more degraded due to the lack of texture, blur. In this paper, more convenient method is presented for extracting the features of biometric images. The method Iris Recognition at-a Distance (IAAD) is used to extract the iris features of biometric image and to enhance the quality of an image in a biometric system. The Chronological Monarch Butterfly Optimization (Chronological MBO-based DBN) is proposed for iris recognition to get better accuracy. The Monarch Butterfly Optimization algorithm is used to arrange the Chronological assumption of an iris image. Also, the Hough Transform algorithm is used for detection of iris circle and edge. The scatT Loop descriptor and the Local Gradient Pattern (LGP) are used for feature extraction, which is fed to the Chronological MBO-based DBN for iris recognition that enhances the accuracy. The Daugman’s rubber sheet model, median filter and trained neural network are used for normalization and segmentation. The UBIRIS.v1 database is used to take an iris recognition images and MATLAB is used for programming of for reading the iris images and for performing the Hough transform operations. The iris recognition at a distance 4 to 8 meter is done with the help of simulation result. The performance is analyzed based on the metrics, like False Acceptance Rate (FAR), accuracy, and False Rejection Rate (FRR) with the value of 0.4847%, 96.078%, and 0.4745%.

Index Terms: Deep Belief Network, Matlab, Iris recognition, Hough Transform, scatT-Loop, LGP, Feature Extraction, Dougman’s Rubber Sheet Model, etc.

1. INTRODUCTION

In most of the practical based applications like as congregation entrance, airport boarding, custom clearance and so on requires high security. For this high security purpose most of the companies uses iris recognition system. The government of India uses this system to identify the citizen in many applications like as Aadhar project, in rashan shops, while filling different government exam forms, registration department, etc. But most of these face one problem that, iris at a distance and getting an iris image, also the motion of camera and person. Therefore, the iris recognition requires the intelligent system with high reliability and less coefficient errors [1]. There are two classifications of biometric system namely unimodal and multimodal biometric systems. In unimodal biometric system the identity of the person is based on the single information source, such as left iris, right iris and face etc. [2]. The multimodal biometric system uses the classifier to match the specific person [2]. Iris recognition system uses the following three processing components, namely acquisition, pre-processing, feature extraction [3]. Figure 1 shows the eye sample introduction. Iris uses the gabor filters to extract the global and local facts of the image as the feature vector.

The main objective of this article is to design a method using the machine learning approach. Initially, the iris image is fed into the pre-processing step. In this step the Hough Transform (HT) is used to extract the region of iris and the localization of pupil. For iris image normalization and automatic segmentation the Daugman’s Rubber Sheet Model is designed.

![Fig.1 Eye Sample Introduction](image_url)

The ScatT-Loop descriptor and LGP are used to extract the different features of iris image, where the ScatT-Loop is developed using the Scattering transform (ST), Tetrolet transform (TT), and Loop descriptor. Once the features are extracted, the recognition is performed using...
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II. METHODS USED IN PROPOSED SYSTEM

The iris recognition plays an important role to identify the person based on the features of the iris texture of a person. In this section the different methods used in this iris recognition system are presented.

A. Preprocessing

The preprocessing stage is used to enhance the different parameters an iris image such as contrast, intensity, signal to noise ratio, etc. Also it is used to increase the quality of an image due to undesired distortions. This step enhances the features of iris image which are required for further processing. It only enhances the quality of image; it does not increases the information content of an image. The intensity range of an iris image is normalized to [0 1]. This range of intensity values shows the maximum intensity value by dividing all intensity values. The diffusion filter process is explained in [11] is used to increase the intensity and contrast of an iris image. The signal to noise ratio of iris image is improved with the help of anisotropic diffusion filter. The tool which is used for this purpose is MatLab realize the many brightness transformations. To find the rank-order information and spatial information of an iris image a weighted median (WM) filter is used and this is one of the type of median filter. The noises shot and impulse noise are rejected by the median filter.

B. The Hough Transform

To find the edges and lines of an image, the Hough transform is used. The Hough transform finds different shapes like as circles or ellipses of an image. It is also used to improve the quality of edges present in the image.

Fig.2 Daugman’s rubber sheet model

In this dissertation the Hough transform is used to the iris region from the pre-processed image in order to perform the feature extraction effectively. The line an iris image can be detected by the formula

\[ r = x \cos \theta + y \sin \theta \]

where, \( r \) is quantized distance and \( \theta \) is quantized angle. The \( r \) and \( \theta \) are considering quantized values in the pair \((r, \theta)\).

The boundary of the inner pupil and outer pupil of an iris image can be detected by using the equation,

\[ (m - m_0)^2 + (n - n_0)^2 = r^2 \]

Where, \((m_0, n_0)\) denotes the coordinates of a circle with radius \( r \). The results obtained from Hough transform shows the boundary of pupil, eyelid extraction of iris image and the center of pupil.

C. The Normalization and Segmentation

The normalization and segmentation is the first step of this iris recognition system. The main aim of this method is to detect the two iris borderline, layout, centers, eyelids, eyelashes, radii, etc. This method is also used for to find the location of lower as well as upper eyelid and to separate the eyelashes. The feature encoding, acquisition and image segmentation of an iris image can takes place by using the Daugman’s Rubber Sheet Model [12]. Segmentation is performed to retrieve the interested region and the normalization is carried out to minimize the noise in iris to improve the efficiency of recognition. This method uses the Canny edge detection techniques to find the Hough circles on iris images. Figure 2 shows the Dougman’s Rubber Sheet Model. After the segmentation, the processed iris image is applied for normalization. In this the segmented iris image is normalized into the block with equal in size respect to the block width \( x \) and angular displacement \( \theta \). The Daugman’s rubber sheet is an linear model that is assigned to the iris of the individual pixel based on the dilation, size and the real coordinates \((m, \theta)\), where \( m \) is the unit interval and \( \theta \) ranges from 0 and \( 2\pi \). The iris image is remapped into the polar coordinate \((m, \theta)\) system from cartesian coordinated \((p, q)\) system. Therefore the normalized polar coordinates are \((m, \theta)\) and the normal coordinates are \((r, s)\). Let the iris coordinates and iris boundaries of the pupil are represented as \((t_1, s_0)\) and \((t_2, s_0)\) along \( \theta \) direction. The coefficient of an iris image will not be shifted even if the signal is distorted due to the camera and persons position.

D. ScatT-loop for Feature Extraction & Feature Matching

The classified new vessels image of an iris image can be obtained in the feature extraction step. The normalized iris image is subjected to perform the feature extraction by using ScatT-loop descriptor. The ScatT-loop generates the texture features for accurate iris recognition to uniquely identify the individuals. In this, the image region contains many vessel segments that are closely spaced with multiple orientations and have a twisted in nature. From a binary vessel maps, the new vessel segments are generated for the measurement of feature characteristics. Also, a sub window of size 4 x 4 is created to find out the local features iris image. This sub window examines the iris image and window the number of vessel pixels and pixel passion can be calculated for every sub window.

The Kirsch mask is designed for the future extraction. The loop value for the corresponding pixel is represented as,
image can be extracted by using covariance matrix or multivariate set. The compression and decompression operations of an image can perform by using matrix multiplication. The PCA model is represented as,

\[ a_{w1} = E_{ocw} \cdot c_{w1} \]  

(7)

Where, a is an zero dimensional vector with the projection c, and w is the feature dimension as \( 0 < w \). The covariance matrix a is denoted as,

\[ A = \frac{1}{\rho - 1} \sum_{i=1}^{\rho} (c - \mu)(c - \mu)^T \]  

(8)

where, \( K \) denotes the mean vector of \( C \). The Eigen vectors \( \beta_t \) is expressed as,

\[ (E - \phi_t \Phi) \beta_t = 0 \quad \tau = 1, 2, \ldots, w \]  

(9)

where, \( \Phi_t \) denotes the Eigen vectors of \( E \). The projection matrix is calculated as,

\[ D = J^G \]  

(10)

where, \( J \) has 0 Eigen vectors and \( D \) is the \( ocw \) matrix.

The dimensionally reduced feature vector is represented as,

\[ \gamma = \{ \gamma_1, \gamma_2, \ldots, \gamma_w \} \quad \text{for} \quad (1 < \tau < w) \]  

(11)

where, 0 is the dimensionally reduced features with \( 0 < w \).

G. Chronological MBO-based DBN

The DBN classifier using the Chronological MBO algorithm is used for the identification of a person. The non-linear complex relation presents in the real life are removed by using DBN classifier and the chronological MBO algorithm trains the DBN classifier. The iris recognition is performed using the chronological MBO-based DBN, which is the integration of the chronological concept with the MBO algorithm to train DBN that depends on the migration features of the monarch butterfly. The standard MBO incorporates the fine tuning of parameters and the complex free computation to enhance the performance of the proposed chronological MBO-based DBN, and the high dimensional issues are effectively dealt using MBO. Figure 3 shows the Architecture of DBN classifier.

However, the searching speed and the convergence speed are enhanced by integrating the chronological concept, which defines the solutions (biases and weights) from the preceding iterations to revise the new biases and weights.
Fig. 3 Architecture of DBN classifier

H. Performance metrics

The metrics used to evaluate the methods, are FRR, FAR, and accuracy are explained below.

1) Accuracy: The accuracy measures the accurateness of iris recognition based on iris modality and is represented as,

\[
\text{Accuracy} = \frac{T_c + T_u}{T_c + S_c + T_u + S_u}
\]

(12)

where, \(T_u\) denotes the true positives, and \(T_c\) is the true negatives. \(S_u\) denotes the false positives and \(S_c\) is the false negatives.

2) Sensitivity: Sensitivity is otherwise called True positive Rate (TPR), which is the measure of positive-ness identified correctly, and is calculated using the below equation.

\[
\text{Sensitivity} = \frac{T_u}{S_c + T_u}
\]

(13)

3) False Rejection Ratio (FRR): FRR is the ratio of false rejection to the genuine attempts, and is expressed as,

\[
\text{FRR} = \frac{S_c}{T_u + S_c} = 1 - \text{TPR}
\]

(14)

4) Specificity: Specificity or True Negative Rate (TNR) is the measure of false negatives, which are correctly located. Specificity is expressed as,

\[
\text{Specificity} = \frac{T_c}{T_c + S_u}
\]

(15)

5) False Acceptance Rate (FAR): FAR is the ratio of false attempt to imposter attempts, and is represented as,

\[
\text{FAR} = \frac{S_u}{S_u + T_c} = 1 - \text{TNR}
\]

(16)

6) Receiver Operating Characteristics (ROC): ROC refers to the relationship between TNR and TPR, which is used to compute the performance of the system.

III. BLOCK DIAGRAM OF PROPOSED SYSTEM

Here in this unit block diagram of suggested structure is given. The implementation of this work is given in this Step and the details of subparts and algorithms.

A. Test Images

Here there are 20 peoples dataset is to be considered for the experiment. The database used for this purpose is CASIA.V4 [21][22]. The complete database of this section was looked for Iris images.

B. Pre-processing and De-noising

In pre-processing, the iris image profile is enhanced by calculating signal-to-noise fraction. Iris Recognition at-a Distance (IAAD) is used to enhance the contrast of the image. Median based filters are used to remove the sound presents in the degraded iris images.

C. Hough Transform

The Hough transform is used to extracts the different curves or shapes of an iris image.

D. Segmentation and Normalization

In this segmentation step, the iris image is split into dissimilar borders. The division of the regions can take place by considering similar properties.
of an iris image. Some of the similar properties are color, brightness, contrast, texture, gray level, etc. The segmented iris image is prepared by using a normalization algorithm.

The segmented iris image is used for the future extraction process. Due to the varying position of a person and the camera, the iris image is highly affected by distortion [20]. Therefore normalization is used to compensate for this problem. The Daugman's Rubber Sheet Model is used for this purpose.

E. Feature Extraction

The ScatT-Loop generator is used to extract the different features of an iris image. The ScatT-Loop generates the texture features for accurate iris recognition to uniquely identify the individuals. Operator in LGP utilizes the gradient pixel values and is determined as the intensity value. Different transforms presented in this step are used to calculate the texture features for the iris image. PCA is an optimal scheme to compress the high-dimensional vectors into the low-dimensional vectors and compute the parameters from the data directly.

F. Deep Belief Network (DBN)

The dimensionally reduced features obtained using PCA is fed as input to DBN to recognize the individuals. The effective recognition is obtained by the optimal tuning of the DBN classifier using the Chronological MBO algorithm. By using the Chronological MBO algorithm, we can forecast or classify an accurate Iris image.

IV. EXPERIMENTAL RESULTS

Here observational outcomes are defined in this unit of suggested system. The step by step execution of the proposed system is presented. Firstly we take input test iris image. In this paper, Around 22,035 iris images from 700 individuals dataset is to be considered for the experiment. The database used for this purpose is UBIRIS.v1 [26]. Figure 3 shows the key in iris recognition image having the dimension 512 x 512. This image can be selected by using the GUI in MatLab. This Input Test Image Of The Iris Is Applied For The Pre-Processing. In This Stage, The Different Noise Presents In An Iris Image Are Removed And Increase The Quality Of An Image.

Figure 5 shows the input image. Figure 6 shows the output of preprocessing the image, which enhances the iris part of the eye (black portion). To eliminate the sound from iris images median filter is used. Figure 7 represents colors to gray as well as resounding image. Color image is the real image, besides of real image is gray image, salt also pepper sound is at the lower level of the original image, also the last one is the Median Filter image. In the Segmentation and Normalization process detection of Pupil and Iris boundary of the original image is takes place.
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Fig. 7 operations on Iris image.

Fig. 8 Boundary detection of an Iris Image.

The detection is done with the help of Hough circles. Figure 8 shows the detected boundaries of an iris image. The white border presents in this image is the corresponding boundaries of the iris image. After boundary detection, the edge of an iris image is detected by using Normalization and Segmentation process. Figure 9 shows the corresponding edges of the pupil of an iris image. For finding edge of canny edge detection algorithms are used Figure 10 shows the eyelid of the bottom and top segmentation of an Iris profile.

Fig. 9 Edge detection of an Iris Image.

Fig. 10 Eyelid of the bottom and top segmentation of an Iris Image.

Figure 9 shows the normalized output image after detection of Iris boundary and Pupil along with bottom and top eyelid recognition and exclusion for Iris Image Normalization and Segmentation. The division of the regions can take place by considering similar properties of an iris image. Some of the similar properties are color, brightness, contrast, texture, gray level, etc. The segmentation identifies the region of interest, finds the location of the tumor, lesion and other abnormalities.
Fig. 11 Histogram representation for image.

Fig. 12 Comparative analysis based on k-fold using image, a) FRR, b) FAR, c) Accuracy and d) ROC analysis.

Fig. 13 UBIRIS.v1 Database

Fig. 14 The detailed output of the proposed system.
Figure 11 shows histogram representation for image. Figure 12 depicts the comparative analysis for the metrics, a) shows FAR, b) shows accuracy, c) FRR and d) ROC analysis with respect to the k-fold validation. Figure 14 shows the dataset of different iris images. Figure 14 shows the detailed output of the proposed system.

Table 1 demonstrates the comparative discussion of the existing and the proposed Chronological MBO-based DBN method. Based on k-fold validation, the FRR rate obtained by the methods, spectral matching, deep learning, BPNN, Chronological-MBO-NN, DBN, and the proposed Chronological MBO based DBN is 1.3055%, 1.0372%, 0.8577%, 0.5%, 0.4798%, and 0.4745%, respectively.

V. CONCLUSION

In this paper an effective iris recognition system for person identification is present. The false responses are reduces with the help of binary iris segmentation and in image segmentation process, the unnecessary background images are removed. A method for IAAD is introduced for iris recognition using Chronological MBO-based DBN is proposed in this research work. The optimal weights are determined to train the chronological MBO algorithm using DBN. For the segmentation Hough transform is used. It finds the linear, circular and parabolic segments if an iris image. The extraction of fixed number of features are done with the help of normalization. For testing purpose of this iris recognition system, UBIRIS.v1 database is used. For iris segmentation, normalization, feature encoding and feature matching a Daugman’s rubber sheet model is used. The iris recognition based on the features of the biometric is performed using the proposed Chronological MBO algorithm, which is trained using the deep learning approach termed as DBN. The false responses to bright lesions and other retinal feature of eye are reduces by this system. Matlab digital image processing tool is used for this purpose. The human machine interface, image processing and image acquisition problems of an iris image are solved by this proposed system. The experimental results show accurate and successful reorganization the iris up to 4 to 8 meter long. The proposed Chronological based DBN approach attained minimal FRR of 0.4745%, minimal FAR of 0.4847%, and maximal accuracy of 96.078%. The future extension of this work can be made by using any optimization algorithm to enhance the performance of iris recognition.
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