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Abstract—This paper presents a full abstraction for Indian languages, specifically Kannada, in the context of guided summarization. The proposed process generates the abstractive summary by focusing on a unified presentation model with aspect based Information Extraction (IE) rules and scheme based Templates. TF/IDF rules are used for classification into categories. Lexical analysis (like Parts Of Speech tagging and Named Entity Recognition) reduces prolixity, which leads to robust IE rules. Usage of Templates for sentence generation makes the summaries succinct and information intensive. The IE rules are designed to accommodate the complexities of the considered languages. Later, the system aims to produce a guided summary of domain specific documents. An abstraction scheme is a collection of aspects and associated IE rules. Each abstraction scheme is designed based on a theme or subcategory. An extensive statistical and qualitative evaluation of the summaries generated by the system has been conducted and the results are found to be very promising.
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I. INTRODUCTION

Abstractive summarization is the process of creating condensed version of a given text document by collating only the important information in it. Also it involves structuring them into sentences that are simple and easy to understand. The non-linear nature of Indian languages and lack of linguistic tools make abstractive summarization a daunting task.

The World Wide Web contains a multitude of documents and is growing at an exponential pace. Major sources of information on the web like Wikipedia offer Kannada versions of its Wiki pages. Thus the increasing availability of information online has created the problem of information overload. This has led to extensive research in the field of automatic text summarization in Natural Language Processing (NLP). Summarization is also fundamental to many other NLP and data mining applications such as information retrieval, text clustering and so on [1].

Kannada language is spoken in India predominantly in the state of Karnataka, making it the 25th most spoken language in the world. There is also a considerable difference between the spoken and written forms of this language. Spoken Kannada tends to vary from region to region. The written form is more or less consistent throughout Karnataka. It is the official and administrative language of Karnataka [2]. Based on the recommendations of the Committee of Linguistic Experts appointed by the Ministry of Culture, the Government of India officially recognised Kannada as a classical language [3].

The versatility of the method has been expounded by applying it to a miscellany of languages. Initiating with Kannada, the concept has been established with languages like Hindi, Bengali and Telugu each with their own different complexities.

II. MOTIVATION

With the increasing need for automatic summarizers in the context of Data Mining and NLP, there is tremendous scope for research work and this study is an attempt to achieve it. Creating an abstractive summary especially for a regional language like Kannada is challenging. It is an intuitive choice as the language of study with an impressive online presence when compared to English and other global languages.

III. PROBLEM STATEMENT

This work aims to tailor IE methods to guided summarization of Kannada text documents by using tagging rules like NER. The development of a system which accepts text documents and generates an abstract summary of the document has been proposed by considering Kannada as the language of study. The present study deals with the following objectives:

1. To develop an abstractive content-aware summary of single documents of Kannada text.
2. To ensure retrieval of content relevant to aspects of each category of documents considered.
3. To develop a method of forming different sentences to present the information extracted.
4. To produce simple, easy to understand and cohesive text, that conveys important aspects of the original text document.
IV. EARLIER WORKS

Automatic text summarization [4] has been in existence since 1950s. It has been actively researched in recent years and several automatic summarization methods have been proposed. Symbolic techniques using parsers, grammars, and semantic representations, do not scale up to real-world size. IR and other statistical techniques, being based on word counting and word clustering, cannot create true summaries because they operate at the word (surface) level instead of at the concept level. Text Summarization [5] can be divided into three steps - Topic Identification or extraction, Interpretation, and Generation.

There are mainly two approaches to summarization – extraction and abstraction. Extractive summaries [1] are formulated by extracting key text segments (sentences or passages) from the text, based on statistical analysis of individual or mixed surface level features to locate the sentences to be extracted. Extractive systems have become statistically indistinguishable in evaluation results [6]. The “most important” content is treated as the “most frequent” or the “most favourably positioned” content. Such an approach thus avoids any efforts on deep text understanding. They are conceptually simple and easy to implement.

In Abstractive summarization [7], attempts have been made to develop an understanding of the main concepts in a document and then express those concepts in clear natural language. It uses linguistic methods to examine and interpret the text.

Earliest instances of research on summarizing documents proposed paradigms for extracting salient sentences from text using features like word frequency and phrase frequency, position in the text and key phrases. Computationally, features of sentences that are useful to score sentences for potential inclusion in the summaries have been proposed. The [8] shows similar frequency extraction and set of occurrence between each term and the frequent terms. MEAD [9] extends this idea and computes the score of a sentence based on many surface level features such as similarity to the first sentence of the document, position of the sentence in the document, sentence length etc. More recently, machine learning approaches such as neural networks [10], support vector machines have been applied to carry out text categorization and summarization [11]. The neural network method involves training the neural networks to learn the types of sentences that should be included in the summary. Three phases are generally involved – training, pruning, and feature fusion. Similar approaches have also been adopted for Kannada texts [12].

In contrast, Abstraction is generally considered more powerful than extraction, giving a concise and succinct summary. As they are based on a formal representation of the document’s content, they adapt well to high compression rates, such as those needed for wireless Personal Digital Assistants (PDAs) and similar technologies. Thus, abstractive summarization has not been researched to the same extent as extractive summarization. Sentence compression [13], sentence fusion [14] and sentence splitting [15], are few existing approaches. All are rewriting techniques based on syntactical analysis, offering little improvement over extractive methods in the content selection process. Opinionosis proposes a novel flexible summarization framework that uses graphs to produce abstractive summaries of highly redundant opinions. In contrast with the previous work, Opinionosis assumes no domain knowledge and uses shallow NLP, leveraging mostly the word order in the existing text and its inherent redundancies to generate informative abstractive summaries.

Unsupervised document summarization method creates the summary by clustering and extracting sentences from the original document [16]. A comparative study on abstractive summarization methods is conducted based on text representation, content selection and summary generation [17]. The information from the source text is extracted into the form of abstract data which is post processed to infer the most important message from the original text [18].

In this paper, the methodology proposed relies on information extraction and domain based templates to create an abstractive summary.

Part Of Speech Tagging and NER

Linguistic approaches involve analysis of the text (Part of Speech Tagging - POST, Named Entity Recognition (NER), Ontology based terminology extraction, etc.), content selection and sentence generation. POST is the process of marking up a word in a text as corresponding to a particular part of speech, based on both its definition, as well as its context. POS tagging has been explored extensively in Kannada [19] [20].

Named Entity Recognition (NER) is used to locate and classify atomic elements in text into predetermined classes such as the names of persons, organizations, locations, concepts etc. Named Entity became a popular term in NLP and was introduced in the sixth Message Understanding Conference (MUC-6) [21].

It is essential to recognize information units like names, including person, organization and location names, and numeric expressions including time, date, money and percent expressions. NER and NLP research around the world has progressed in leaps and bounds in the last two decades with the advent of effective machine learning algorithms, creation of large annotated corpora for various languages and using generative statistical models like HMM (Hidden Markov Model).

Research is not extensive in resource poor Indian languages like Kannada. Recently, statistical discriminative models like Condition Random Fields (CRF) [22] and labelling sequence data are used consistently for segmenting and labelling the sequence data as a graphical model [23]. The impact of textual genre (journalistic, scientific, informal, etc.) and domain (gardening, sports, business, etc.) has been rather neglected in the NER literature. Few studies are specifically devoted to diverse genres and domains [24]. It is a system designed for emails, scientific texts and religious texts. In [25], a system is created specifically designed for email documents.

Real vs. Template based Natural Language Generation (NLG)

NLG is the process of constructing outputs from
non-linguistic inputs. An NLG system is a translator that converts a computer based representation into a natural language representation. A simpler system, SimpleNLG [26], requires Java programming knowledge. This knowledge cannot be assumed for content and subject matter experts. Thus a generic method is required.

But [27] argues that template-based systems can, in principle, perform all NLG tasks in a linguistically well founded way. Many implemented systems of this kind deviate dramatically from the stereotypical systems that are often associated with the term template.

Keeping in mind the limited availability of Kannada resources and complexities involved in the language, a feasible methodology is proposed.

V. CHARACTERISTICS OF KANNADA

The language uses forty-nine phonemic letters, divided into three groups: swaragalu (vowels – thirteen letters); vyavanagalu (consonants – thirty-four letters); and yogavahaagalu (neither vowel nor consonant – two letters: the anusvara [] and the visarga []). Each of the Kannada characters is represented using UNICODE. The character set is almost identical to other Indian languages. The script is complicated by the occurrence of various combinations of "half-letters" (glyphs), or symbols that attach to various letters (samyuktaksharas). Each written symbol in the Kannada script corresponds with one syllable, as opposed to one phoneme in languages like English. The Kannada script is syllabic.

The characteristics and difficulties that are associated with Kannada language are:
- No Capitalization
- Non-availability of large gazetteer
- Lack of standardization and spelling, e.g. ಕರಿ [kari] [black] can mean:
  - ಕರಿ + ಕರ [kari+kara] [black+black]
  - ಕರಿ + ಕರಿ [kari+kari] [black+black]
- Number of frequently used words (common nouns) which can also be used as names are very large. Also the frequency with which they can be used as common noun as against person name is more or less unpredictable.
  - eg: ಆನಂದ [ananda] ('name of a person' as well as 'being happy')

The inflection of words in Kannada language is shown above. The vibhakti "alli" [in] associated with the word "midaana" (ground) indicates the place of the event. Similarly, the victim (in this case, Gandhi) can be identified by the vibhakti "annu" [to].

Text summarization has also been attempted using keyword extraction methods in [31]. They use two feature selection techniques for obtaining features from documents. Scores obtained by GSS (Galavotti, Sebastiani, and Simi) coefficients and IDF (Inverse Document Frequency) methods along with TF (Term Frequency) for extracting key words, later use these for summarization based on rank of the scores obtained by GSS.

VI. PROPOSED ARCHITECTURE

IE is a method of filtering large text documents. This paper explains a method which combines IE with summarization to produce a guided summary of domain-specific documents.
This method uses a narrower view which is to identify instances of a particular class of events and extract arguments relevant to this class of events.

A fully abstractive approach with a separate process for the analysis of the text, the content selection, and the generation of the summary has the potential for generating summaries at a level comparable to humans. The proposed method uses a rule-based, custom-designed IE module, along with categorization, content selection and sentence generation systems to fulfill the needs of abstractive summarization. The system uses repositories like rules and gazetteers to refer to the language syntax and semantics. Figure 1 shows the system design.

**Fig. 1. Proposed Architecture for Abstractive Summary Generation System**

This novel IE rule-based approach attempts to extract relevant information using lexical analysis tools like POS tagging and NER. This ensures an information rich summary that reduces redundancy in not just the sentences produced but also in the information conveyed. The algorithm is as follows:

1. Perform POS tagging and stemming on input text document.
2. Recognize named entities like person, locations, dates, etc. using gazetteers and rules.
   2.1. Identify category of the text document using statistical methods like TF.
   2.2. Extract information for Aspects of the corresponding scheme using IE rules.
3. Select appropriate template and populate it to generate a summary.

The Kannada documents are first pre-processed and tokenized. Lemmatization and stemming is done along with POS tagging using a cross-lingual tool [32]. Identification of names, locations and dates is essential and is done by indication with a collection of tags such as BPER, IPER which give beginning of the name and its continuation. Locations and dates follow the same principle as the names. Special handwritten rules resolve ambiguity between names and locations and increase identification accuracy. Due to corpora being limited for Indian languages, gazetteers are compiled to assist entity identification [33].

Abstraction schemes are relied upon to extract information from the documents. A scheme is specific to a theme or a domain. Each scheme has a list of aspects which define the most important and essential information items that must be present in the summary generated. They also have a set of IE rules which translate pre-processing annotations to candidate answers for a specific aspect. One or more schemes can be merged to handle a single category. For example:

- **What**: What Happened?
- **When**: Date and Time
- **Where**: Location

In the subcategory of Cultural Events, more detailed contextual set of aspects are added as:

- **Who**: Performing artist
- **School**: Institution and teacher
- **Entry fee**: Cost of tickets

Similarly, for a document categorized as Earthquake, the same set of Aspects as in Events can be identified along with more specific aspects such as:

- **Victims**: People affected
- **Property damaged**: Infrastructure affected
- **Epicentre**: Origin

The IE rules use several synonymous verb and noun forms, identifying the syntactical position of roles of interest or aspects. The POS tags and named entities identified in the previous phase assist in crafting the rules. Another approach for rule writing makes use of gazetteers. For example, in the category of Biographies, gazetteers help to identify the prominent awards won by an artist in his field.

The various categories considered in this work include Biographies, Cricket, Natural Disaster, Bomb Blasts, Cultural Events, and Tech Reviews. A particular scheme is chosen from the scheme set based on text categorization. The strategy is to generate a list of important words in the document and compare their relevance to a category. This classification is approached statistically using TF as the frequency of occurrence of a particular word in the text. The most frequent words thus obtained, are compared with their relevance to a specific category. To increase the accuracy of the classifier, stop words and punctuations are ignored. An abstractive summary must be clear and concise apart from being grammatically correct.

As discussed earlier, Template based approach is more suitable in the scenario of the current project. The line between standard NLG systems and template based approach has become blurred as some systems combine standard NLG with templates [31]. Because modern template-based systems tend to use syntactically structured templates, and allow the gaps in them to be filled recursively (i.e., by filling a gap, a new gap may result). Some template-based systems use
grammars to aid linguistic realization. In the present work, we follow the template based approach to map the information obtained in the previous phase to deliver the concise information.

A comprehensive set of templates are created which offer a variety of sentence formations and information deliverables based on the category and data that needs to be included in the summary.

Many templates with different sentence structures and formations with varying order are created to reduce monotony in the sentences generated. An example set of templates that can be used to convey the aspects in Biographies is shown in Figure 2.

<table>
<thead>
<tr>
<th>&lt;name&gt;</th>
<th>&lt;profession&gt;</th>
<th>&lt;dob&gt;</th>
<th>&lt;native&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;name&gt; is one extraordinary &lt;profession&gt;. He was born on &lt;dob&gt;. Birth place is &lt;native&gt;.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;name&gt;</td>
<td>&lt;profession&gt;</td>
<td>&lt;dob&gt;</td>
<td>&lt;native&gt;</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>The famous &lt;profession&gt; &lt;name&gt; was born on &lt;dob&gt; at &lt;native&gt;.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Sample template sentences

The generated summary should have a logical flow of information. Thus, ordering of schemes needs to be considered. To illustrate this generic nature of the approach, a small experiment using Telugu documents was also considered. The input considered is a tagged document which is fed to the system where similar extraction rules identify the aspects and generate a short summary based on templates shown in Figure 3.

Fig. 3. Sample template for Biography category in Telugu. The placeholders given in angular brackets indicate the different Aspects to be extracted and replaced in the template.

VII. RESULTS

The system limits the range of information to be included in the summary in contrast to full text understanding. This helps in eliminating redundancy and expressing the most important information from the source document. The highly domain specific and aspect oriented nature of this method is advantageous in meeting the needs of user focus groups. For example, Journalists can look at the summaries for certain aspects to determine the reliability of the information and whether it is worth following up with the original source.

As proof of concept, around 50 documents were considered as initial case study. These documents belonged to various categories where each was interpreted as schemes with their own list of aspects.

The summaries are short and have high density of information. The elements of information are stated in a way that is easy to understand. Irrespective of the length of the input document, the number of aspects considered for a particular category will be constant as they are tailor made to suit specific requirements.

Since summarization is not a deterministic problem, the evaluation tends to be objective in nature. Intrinsic evaluations are normally employed, either by soliciting human judgments on the goodness and utility of a given summary, or by a comparison of the summary with a human summary.

Evaluation of a summary can also be done using metrics like Compression Ratio and Retention.

CR is computed for each automated summary generated over the original text. CR = (length of Summary) / (length of Original Text)

<table>
<thead>
<tr>
<th>Document</th>
<th>Length of input document (D) in words</th>
<th>Length of Summary (S) in words</th>
<th>Compression Ratio (CR) = S/D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doc1</td>
<td>547</td>
<td>49</td>
<td>0.0895</td>
</tr>
<tr>
<td>Doc2</td>
<td>310</td>
<td>51</td>
<td>0.1645</td>
</tr>
<tr>
<td>Doc3</td>
<td>205</td>
<td>39</td>
<td>0.1902</td>
</tr>
<tr>
<td>Doc4</td>
<td>418</td>
<td>59</td>
<td>0.1411</td>
</tr>
<tr>
<td>Doc5</td>
<td>366</td>
<td>43</td>
<td>0.1174</td>
</tr>
</tbody>
</table>
As observed, the system achieves good compression ratios, which is a significant improvement over those obtained by extractive summaries.

7.1 Aspect based Evaluation

For the evaluation of the current system, an aspect based evaluation is conducted across domains by analyzing multiple manual human abstracts similar to Summary Content Units (SCU). But due to the very nature of the summarization task, different people would choose different information and even the same person may choose different information at different times. This shows differences between summaries created by humans but the key elements will always feature in the summaries.

Thus, a manual evaluation of the summarizer against a human summary across documents is done.

Five people who had no prior knowledge of the system were given three input documents.

1. They were made to mark sentences they considered to hold important information that should be present in a summary of the same.
2. The same documents were then fed to the system.
3. The information covered was used as a metric to evaluate the different summaries.

Table 2 shows a comparison of the results obtained between the human summaries (Hµ) and system generated summary (Sµ). The values in the table are a ratio of Key information items (Ki), in human summary to system generated summary given by Hµ/Sµ.

Table 2. Comparison of the results

<table>
<thead>
<tr>
<th></th>
<th>Human 1(H1)</th>
<th>Human 2(H2)</th>
<th>Human 3(H3)</th>
<th>Human 4(H4)</th>
<th>Human 5(H5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doc1</td>
<td>8/6</td>
<td>7/6</td>
<td>9/6</td>
<td>9/6</td>
<td>8/6</td>
</tr>
<tr>
<td>Doc2</td>
<td>10/6</td>
<td>7/6</td>
<td>10/6</td>
<td>11/6</td>
<td>9/6</td>
</tr>
<tr>
<td>Doc3</td>
<td>11/8</td>
<td>7/8</td>
<td>12/8</td>
<td>11/8</td>
<td>13/8</td>
</tr>
</tbody>
</table>

Table 3 shows the degree of commonality (Cµ) between the aspects considered by humans and the system.

Table 3. Cµ: Ratio of (Sµ∩Hµ) to Sµ

<table>
<thead>
<tr>
<th></th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>H4</th>
<th>H5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doc1</td>
<td>6/6</td>
<td>6/6</td>
<td>5/6</td>
<td>4/6</td>
<td>6/6</td>
</tr>
<tr>
<td>Doc2</td>
<td>6/6</td>
<td>4/6</td>
<td>6/6</td>
<td>5/6</td>
<td>5/6</td>
</tr>
<tr>
<td>Doc3</td>
<td>8/8</td>
<td>5/8</td>
<td>7/8</td>
<td>7/8</td>
<td>7/8</td>
</tr>
</tbody>
</table>

A variation of the above test was carried out for other domains like Calamity, Attacks, and Cricket. Human test subjects were instructed to list the aspects in the summary to cover for every category. This was then compared to the aspects covered in the system.

The results are consolidated in the bar graphs as shown in Figure 4. The vertical axis represents the number of aspects considered. The graphs compare Human Aspects and System Aspects and also indicate the number of common Aspects between the two.

7.2 Linguistic Quality Evaluation

All the evaluation methods discussed so far have been focused on evaluating the information content of a summary. The summary readability is also an important factor in summary evaluation.

In DUC, a set of questions was developed to evaluate readability aspects of summaries. Are they ungrammatical? Do they contain redundant information? While much progress has been seen in improving system content selection, most automatic summaries score poorly on readability aspects such as coherence. Human assessments of linguistic quality on a scale, usually 1–5, are probably the fastest and cheapest to obtain. They do not require the collection of standard summaries, nor any annotation or manual analysis from the assessors. Because of these properties, this evaluation approach is rather attractive.
A Mean Opinion Score (MOS) [34] test was conducted with 15 people as our initial test field users.

- A questionnaire was prepared which consisted of queries to rate the features expected in a good summarizer. The questionnaire considered metrics to rate the reliability of the system in generating good quality summaries, ease of use and understandability and usefulness of the system among others.

- Fifteen people were asked to use the system and asked to evaluate the same.

- The rating was done on a scale of 1-5 with 5 indicating highest score and 1 being the lowest. The test results are very optimistic and indicate that the system generated summaries are of good linguistic quality with greater satisfaction as shown below in table 4.

Table 4. MOS questionnaire for the Evaluation of the system

<table>
<thead>
<tr>
<th>Users</th>
<th>Length: Adequate?</th>
<th>Is the summary simple?</th>
<th>Summary: Covers important information</th>
<th>Summary: Redundant information</th>
<th>Aesthetic appeal</th>
<th>GUI: Ease of use</th>
<th>Experience Satisfaction</th>
<th>Is the System useful?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4.5</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>13</td>
<td>4.5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>4.5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>3.75</td>
<td>4.75</td>
<td>4.75</td>
<td>5</td>
<td>3.75</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3.75</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

The system was extensively tested for Kannada text documents as input. Further, to illustrate the generic nature of the approach, an experiment using Telugu documents was also considered. As seen in Figure 5, a given Telugu document describing the life of Saint Annamacharya can be summarized by mapping the rules written for Kannada biographies to Telugu script and semantics.

Fig. 5. Sample Telugu Summary

Dravidian languages share strong features with the Indo-Aryan languages, which have been attributed to a substratum influence from them. Thus, a similar trial was conducted for documents in Hindi and Bengali (other Indian languages) by writing rules in accordance with the structure of the language.

7.3 Objective Test Results

In the presented work, the evaluation of the summary is obtained by compression ratio, retention, summary content units, comparison between human summaries and system generated summaries, and aspect comparisons. Similar evaluations are found in [35] and [36]. Based on keyword extraction, the accuracy of document summarization for the considered aspects is found as follows [35]:

- For Literature: 70%
- For Entertainment: 80%
- For Sports: 76%

Based on sentence ranking [36] for categorizing the text, the compression ratios are as follows:

- At 30% Compression ratio: 80%
- At 40% Compression ratio: 83.33%

VIII. CONCLUSION

Abstractive summarization has not been considered in full extent in Kannada. There are many issues to be addressed in this context. Knowledge of the different categories is a prerequisite for aspect selection. The handwritten IE rule repository must be exhaustive to handle the various syntactic properties of the language. Standardization of words and their spellings is a huge part of pre-processing. The usage of templates ensures that a clean and to the point summary is generated which is syntactically accurate. But monotony in the generated summaries is a possible side effect of using template based sentence generation.

IX. FUTURE WORKS

The system can be expanded to include more domains. A possible variation of the system can be to produce the summary output in a more universal language like English instead of the result being in the same language as the original
document. The results produced by the system can also be in the form of a speech output thus reducing the time needed to absorb the key facts in a document. A machine learning approach can be considered that would truly automate the entire system starting from the POS tagging to the sentence generation stage. A sentence generation system needs to be developed based on the grammar rules of Indian regional languages.
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