Abstract—In this digital era that we are living in everyone is obsessed with mobiles, computers and is on the internet, so job portals play an important role in aiding job seekers in their job hunt. It will make them aware of the various job openings, and they will not miss an opportunity. The job is essential for the students who do their graduation, post-graduation, etc. So, we know that there are lots of websites where can we can find the lots of vacancy in various firms but the website is not updated the job vacancy minutely or many of them not updated the job vacancy hourly so we cannot get the minutely updated about the jobs. The vacancy appears quickly on social networking websites like Twitter, LinkedIn, Facebook, etc. as compared to appears on the job websites like indeed.com, monster.com, etc. so many of the people are not on these social media or maybe not regular on the social media, so there is a chance miss the opportunity. Our objective with this paper is to come up with a portal that will provide the user's details about various job openings in respective domains. The portal will stream data from Twitter API to find out the recently published jobs. Classification of relevant and irrelevant tweets is accomplished using the machine-learning algorithm, i.e., Logistic Regression. Using the algorithm, we have measured the 97% accuracy.
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1. INTRODUCTION

In the century, everyone is surrounded by the digital world from waking up from the bed to the sleeping again in it. People around here are now more inclined towards the digital means of information. Even today, big giants to small firms are also using the digital mode for spreading the news for mass communication. To fulfill these necessities, platforms like Twitter, Facebook, LinkedIn etc. providing an excellent way to distribute in the mass and they are also a good example of mass communication. Twitter is a very useful stage for mass communication and many organization is also using this a platform to give a notification regarding the vacancies, new opportunities in an organization. To utilize this information by incorporating with development tools we are implementing a job portal which is using the Twitter API.

This job portal will provide real-time knowledge about any of the tweets which contain any information about any new job vacancies and new opportunities. This will useful for getting fast updates in respect to the getting the search results for the particular posting of the opportunities. We are using Twitter for the following reasons like:-

1. Twitter is one of the top social media platforms.
2. The number of users connected to this platform as a user and an overall number of active users per month is quite splendid.
3. The diversity of the users ranging from the global leaders to the big names in the job sector to the small-scale industries/ organizations.
4. The job openings related tweets are increasing day by day and moreover quite genuine.

For such reasons, we chose Twitter for our Application Programming Interface (API).

2. LITERATURE SURVEY

Yu and Yang [1] have identified the different perspectives and possibilities that big data drives to us. Conventional marketing analysis and big data analysis have fixed the relationship for different chances. A big data analysis model has been created to analyze the distinguished operation to the users for strengthening the challenges that may be faced by the current product.

This involves a lot of statistics from various associates. As there is a rapid increase in technology, regulation, competition, and inputs of these elements become unfavorable to a specific commodity. The work that has been done in this research in the future time will be presenting a more optimized algorithm with the effects so that the data that have been worked on give the more accurate result whether it contains the large or enormous amount of data.

Zhang and his team members [2] suggested that the main offering of our research is categorized into two folds. First, we will set-up a structure of the big data analytics in which major work is to grasp the distributed computing and streaming to systematic process that is contained in the data streams of big social media. Second, we create the catalog for the suggested architecture that is acquired by a parallel evolution genetic algorithm to flexibly observe disorder reactions with respect to different reviews that are been collected from the various sources. The research that has been taken clearly recommend that the architecture can systematically and easily admit disorganized reviews and comments from a data stream of big social media and that will work better than other non-distributed big data analysis response.
As a conclusion, the effectiveness of the data that has been extracted from the online social media for business intelligence has been upgraded. The crucial work that has been performed is that business intelligence is made available so through which organization administration practice and marketing strategies can be upgraded and it is been created in the more decisive way.

Divya and her team [3] introduced through using the data in the real time they have analysis and integrated both types of data which are been utilized in big data technologies and in the methods of analyzing. As this technology has been applied it can make them help out to determine the patterns which are hidden in a way that various organization of the customers can participate and that will help the customers for making their decisions about the purchasing. As a conclusion, the huge and abundant data can be particularly acquired in the different forms whether in the form of tweets or comments.

We have admitted that a combination of data mining into the marketing knowledge structure can be performed. By using the modern information technology the grand and hefty amount of data can be easily processed, analyzed and manage this data to extract that particular information that is essential to the customer.

Castano and his colleagues [4] introduced a current parallel system for sentiment analysis on multilingual tweets that are established on Big Data technologies is introduced. On the one hand, the sentiment classifier executes as well as other state-of-the-art classifiers taking into consideration tweets written in various languages. On the other hand, our system is accomplished of processing millions of tweets in short times taking preference of Big Data processing and parallel architectures, displaying a good scalability in all the considered scenarios.

Twitter can be appraised as a large source of short texts (tweets) comprising of a user point of view. Making sentiment analysis on tweets is difficult from the natural language processing perspective, but also in terms of performance when huge amounts of tweets should be processed.

Sulthana and her team [5] analyzed the tweets that have been done on the twitter are been observed on the basis of time and location. Analyzing the tweets are primarily dependent on the customer description the language that has been used for doing the tweet and the source. Audio file and video file and all other types of files can easily depict the information that has been concentrated in the tweet. Major and crucial work that is conducted is to up-bring the heavy concerning tweets. The accuracy rate that can be classified of the correct tweets can be ranged up to 80%.

Linear regression technique has been adapted here to conclude the correctness. As compared to the support vector machine and Naïve Bayes this approach is much better in this condition or factors. Using then other data analytical techniques linear regression is much adaptable.

Egyedi and Elragal [6] researched that the extensive quantity of data that have acquired for the guidance for decision makers. The big data is the data that contain the variety of data and the information that is coming through the online source will be of high velocity, as it is not only that it is big but there are many other things related to it and to handle that data through old techniques and approach may be difficult. There is much need to observe the data that has been provided in order to clinch and inspect so that important data can be easily extracted as there is quick enlargement of the information. On inspecting the genuine case of big data, which has been newly acquired lots of influence and improvement. Today, where the various divisions of the high speed of data are processed every day and there is such hidden information is present which is needed to be examined and then be applied in an excellent manner.

Cuzzocrea and his team [7] have examined that we have done the analytical part over the big data and the most vital thing that can be said through this paper is that analytics is been not done alone on the single dimensional data it has been performed on the multidimensional data. The massive amounts of data have been captured whether in a disorganized manner and for collecting the data there are many sources, as the analytics on the big data depository has been in the trend, the most major task is to extract the important and useful information from the massive and huge depositories. Performing analysis on the multidimensional data authorize us to strengthen the power and the abilities of the inspection and allow us to examine actual experience in the context of big data analysis and the main motive of the paper is to emerge the analysis that has been implemented on multidimensional data.

Jadav and Vaghela [8] classifies the reviews that are been provide by the people on the social media, as we know that social media is been among one of the dominant areas where we can get the reviews from various categories, the major job that has to be done is to extract the data and convert that data into organized way. Here we have taken optimized support vector machines into consideration for classifying the reviews so that we get the result with better accuracy. The essential motive of this paper is to inspect the efficient feature which provides us with better results and effective selection method, there can be a various feature selection method that can be applied. During the activity when data is been pre-processed they have eliminated the unclear data and the blank spaces. The differentiation is been made between the optimized SVM and Naïve Bayes and optimized SVM provide with better accuracy.

Tripathy and his team [9] presented a differentiation of the results that are been acquired by implementing the Naïve Bayes and the SVM algorithm techniques , both of this technique are used to analyze a sentimental review having the positive or a negative side, the training dataset that has been taken for the examining has been made for the critical inspection. As there has been the drastic increment of the internet services, people usually convey their reviews over the internet. Machine learning technique is beneficial to analyze and predict whether the review is in a positive or negative sentiment. This model will basically inspect the movie review which is given in the matrix representation from where the machine learning algorithm is been applied to train the model.
3. METHODOLOGY & RESULTS

In this digital era that we are living in everyone is obsessed with mobiles, computers and is on the internet, so job portals play an important role in aiding job seekers in their job hunt. It will make them aware of the various job openings and they will not miss an opportunity. Our objective with this project is to come up with a portal that will provide the user’s details about various job openings in respective domains. The portal will stream data from Twitter to find out the recently published jobs. The business case in this project is that the portal will provide an early advantage to the users looking for the jobs in their respective domains. In this project, we are using external datasets provided by Twitter. We will harvest the data using APIs. The data will consist of tweets by various companies having job openings. Twitter streaming APIs offer Public streams which can be used to access all public data based on specific keywords. This data will be stored in the HDFS for analysis. We are using Apache Flume for data acquisition from Twitter.

After acquiring and filtering data we will still need to transform and normalize it into a uniform dataset which can be analyzed by our big data tool since the acquired data came from different sources with different Formats.

This formatting will also store only the data useful and scrap the excess data in real time. To prevent any data anomalies, we will have to validate all the data to ensure the data we gathered is readable, can be processed and doesn’t lead to corrupt or bogus output. Languages, fonts, special characters, emoji all will have to consider and we will have to ensure that if not positive, it will not at least bring a negative contribution to the analysis. The even normalized dataset will be a large relational database with a lot of redundancies of the common attributes at least. Through these common attributes and unique keys will have to integrate all this data so that it could be seen through a single dimension at a time. Finally, the data will be analyzed and for one batch at a time and to maximize the efficiency of our use of multiprocessors and large memory the algorithm will be applied to the dataset to get the results. Our analysis will also be depicted in the form that would give an insight into the collected data at a glance. The reports of what trend was discovered more and in what region can be mapped using analytical graphics. For making the portal more efficient using the machine learning algorithm i.e., Logistic Regression, to classify the tweets into genuine and not useful tweets we have used the algorithm because some of the tweets don’t contain relevant information. While training the algorithm on the gathered data of tweets and applying it on the remaining tweets for classification. We have achieved the 97% accuracy in the classification of actual tweets among all the collected tweets. For providing the User Interface (UI) for the users, we have used python for creating the interface in which we are displaying information from the classified tweets.

4. CONCLUSION

The tweets which contain the job openings, new opportunities, vacancies are gathered from the Twitter through streaming the tweets using its Application Programming Interface (API). Data is streamed using the Flume tool and stored inside the Hadoop cluster (HDFS). We have made a different analysis on the gathered data and the data which is streamed is in an unstructured format. We streamed a lot of tweets which containing the job openings, new opportunities, and several other vacancies. After using the machine-learning in the system made it more reliable and produced the valid results.

5. FUTURE DEVELOPMENT

There is some future development which can are planning to implement the information section based on the industry type and a profile based section to the users to produce an notification system in which user can utilize it to get notification on their selection choices so that they can avail this whenever any new tweets posted containing job opening details based on their selection.
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