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Abstract: Association rules mining (ARM) is a standout 

amongst the most essential Data Mining Systems. Find attribute 

patterns as a binding rule in a data set. The discovery of these 

suggestion rules would result in a mutual method. Firstly, regular 

elements are produced and therefore the association rules are 

extracted. In the literature, different algorithms inspired by nature 

have been proposed as BCO, ACO, PSO, etc. to find interesting 

association rules. This article presents the performance of the 

ARM hybrid approach with the optimization of wolf research 

based on two different fitness functions. The goal is to discover the 

best promising rules in the data set, avoiding optimal local 

solutions. The implementation is done in numerical data that 

require data discretization as a preliminary phase and therefore 

the application of ARM with optimization to generate the best 

rules. 

 
Index Terms: Association Rule Mining, Apriori algorithm, 

Fitness Function, Wolf search optimization.  

I. INTRODUCTION 

  Without a doubt, now the Internet and the digitization of all 

information have transformed the way we share knowledge. 

This transformation of knowledge on the digital environment 

leads to the rapid growth of the data repository in which we 

store information for various operations such as data 

compression, data mining and data analysis, etc. These are the 

challenges in the big data area. These days, information 

mining is a fundamental procedure with various organizations 

from dissimilar sources. ARM is one of the important tasks 

and the famous research area in data mining. ARM is 

implemented in an extensive variety of requests, such as card 

transactions, supermarket telecommunications, intruder 

detection, insurance claims, banking services, web mining 

[1]. Association rules are defined by the IF / THEN 

declarations for signifying repeat relationships between data 

set attributes. First proposal by Rakesh Agrawal, Tomasz 

Imieliński and Arun Swami [2]. In general, the goal of any 

optimization problem [3] is to find: 

x
opt   

=  maxxɛx f(x)                                              (1) 

 

Where x
opt

 is the optimal value of the data set and there is a 

fitness function f (x) to judge the results. The technique which 

is well known as global optimum that symbolizes a better x
opt
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solution that should be present in the space of the specified 

problem. It is not necessary that every time real life situations 

occur, an optimization function has a good mathematical 

performance, so it is a well-known problem in the search for 

an optimal global solution. The number of local minibuses 

increases exponentially when the number of dimensions 

increases in which the data sets have high dimensional 

variables, in these cases it is exhaustive to find the optimal 

overall value. The information mining instruments connected 

in the instructive information were Orange, Weka and R 

Studio [13]. By optimizing the problem, when the size of 

problems increases, the search space of the candidate solution 

also increases more than exponentially, leading to a 

comprehensive search for the optimal global solution. 

The following sections of this paper are defined as:- In section 

2, we provide associated work on the mining association and 

various optimization techniques. In section 3, the hybrid 

algorithm is presented. Section 4 presents the computational 

outcomes of the selected fitness function and other 

parameters. The conclusion is discussed in section 5. 

II. THEORETICAL BACKGROUND  

This segment gives a short audit of the four primary areas 

which structure the background of the work: Association Rule 

Mining, Apriori, nature-inspired optimization and wolf search 

optimization. 

A. Association Rule Mining  

Following equation is a representation of an association 

rule is in the form of: 

X →Y    (2) 

Where given X and Y are transactions or we also denote as an 

items. The first part X is defined as antecedent (IF) and other 

one Y is called consequent (THEN). It means IF X appears 

then how supportively Y appears. To find association rule, 

user must define their threshold value of interest. There are 

two thresholds values support and confidence. These are two 

most famous parameters and most studied in literature.  

Support: It is an evidence of how frequently the items appear 

in the database or in set of transactions. [4] 

       (3) 
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Where X is item set in a transaction and T is total number of 

the transactions. 

Confidence: [4] It interprets that X→ Y rule with detail to a 

set of transactions is the ratio of the transactions that covers X  

also comprises Y. It is likewise characterized: 

 

  (4) 

       

 Where Y is also an item set, X⋃ Y is union of X and Y. 

B. Apriori Algorithm 

 

For the extraction of sets of frequent elements, the Apriori 

algorithm is the most consolidated and vital, it was proposed 

by R. Agrawal and R. Srikant in 1994 [5]. The key idea of the 

Apriori algorithm is to create several repetitions in the 

database to find the rules of different groups of elements. An 

iterative approach that is primarily research is used 

throughout the search space, where groups of k elements are 

used to explore sets of elements (k + 1). 

The main part of the Apriori algorithm is that all the 

non-empty subsets of a set of frequent elements must be 

frequent. He also declares that if a subset cannot pass through 

the minimum support threshold, then its entire superset cannot 

pass through the process. The performance is defined and 

proposed of PSO-SVM and is then compared with the various 

surviving feature selection algorithms such as Info gain, 

Chi-squared[14]. 

C. Related work with Optimizing Algorithms 

 

To obtain the most appropriate association rules from the 

data sets, many optimization approaches have been used in 

the literature. Nature works for one of the best inspirations for 

the development of optimization algorithms inspired by 

nature. 

These nature-inspired methodologies neglect the ideal 

neighborhood arrangement and spotlight on meta-heuristics 

to locate the most ideal arrangement. There are different types 

of various algorithms have been established that signify the 

stimulation for the optimization of particle swarms [2], the 

optimization of the colony of ants [6], the bat [7], the search 

for the cuckoo [8], l Optimization of bacterial colonies [4] and 

the wolf research optimization [9]. 

III. WOLF SEARCH OPTIMIZATION 

One of the most common predators that always hunt in 

packs is known as Wolves. They regularly travel as combined 

family unit, not at all like Particle Swarm and Ants, which 

more often than not move in very expansive groups. [3]  

Hence Wolves do their hunt very silently. Wolves move in a 

very loosely coupled group but they prey for food 

individually.  

 

They do not have any communication between them, which 

will reduce the searching time. Wolves often locate prey from 

distance of miles away by scent as they have an amazing sense 

of smell. Every individual wolf has a detecting space that 

creates a sensing radius or coverage zone named as visual 

distance Wolves move in Brownian motion when they target 

their prey. Each step of wolf movement is generally smaller 

than the visual distance[3]. 

This algorithm is implemented in the field of attribute 

reduction in classification[10] and with Ephemeral 

memory[3] 

A. A Wolf search Algorithm 

 

In this Algorithm the authors have proposed to optimize the 

results of The Apriori with wolf search optimization. 

IV. METHODOLOGY  

 

The Flow diagram for the methodology is show in Figure 1 

that shows how the various steps are performed.  

 
Fig. 1. Methodology 
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The dataset is imported in the Integration Development 

Environment (IDE) which is then pre-processed to remove the 

missing values. Thereafter, Apriori algorithm is applied to get 

frequent item sets and association rules. The rules are then   

optimized with wolf search algorithm to get globally best 

association rules. Fitness function play a significant role in 

optimization approaches to mine the best fit rules. 

 

Fitness functions are problem dependent. The need is to get 

optimum fitness value, which can be achieved by evaluating 

fitness function for each search agents in wolf search 

optimization. 

 

………(5)    

 

Equation (1) is a fitness function discussed in [11] which is 

applied to PSO. The    parameter length is a marker of 

standard's unpredictability (bigger length shows   

progressively complex rules) which is equivalent to the 

quantity of things in  precursor.[12] 

 

……  

(6) 

 

Equation (2 )is the fitness function used in Bacterial  colony 

optimization where w1 = w2 and w1 + w2 =1  [4]. 

V. IMPLEMENTATION RESULTS 

The Apriori algorithm with wolf search optimization is 

implemented in R studio (IDE) with R programming language 

version3.2. The numeric dataset is imported in IDE. The           

dataset wine is taken from UCI Repository [11].   

 

Wine dataset has 13 attributes and 178 instances. 

 

Table1.  No. of rules generated on application of          

Apriori algorithm. 

 
 

 
 

Fig. 2. Representation of Number of wolf population v/s      

CPU runtime. 

Table 2. Globally Best Association Rules 

 

Number 

of 

Associati

on 

Association Items BestFitness 

26 {Alcalinity of ash=18.5

,     Proline=675}  => {

class identifier=3}    

0.01123596 

 

53 {Hue=1.23,   Proline=4

28}  

=> {Alcalinity of ash=1

6 

0.17839426 

67 {class identifier=3,  Al

calinity of ash=18.5  }  

=> {Proline=675}          

0.49274932 

69 {Magnesium=87,  Proa

nthocyanins=1.87}   =>

 {Alcalinity of ash=19} 

0.56892696 

70 {class identifier=2,  Pro

anthocyanins=1.87} 

=> {Hue=0.93} 

0.27453784 

73 {Alcalinity of ash=20, 

Nonflavanoid phenols=

0.53}  => {class identif

ier=3}  

0.61948525 

91 {class identifier=2,  Ma

gnesium=88,  Hue=1.0

4,OD280/OD315 of dil

uted wines=2.77}      =

> {Alcalinity of ash=18

.5}  

0.57829423 
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VI. CONCLUSION 

This research is defined in terms to propose a significant 

methodology in the field of association rule. A new nature 

inspired WSO is applied to optimize the association rule. The 

research concludes that WSO will able to find the globally 

best association rules among the various associations which is 

extracted from dataset. This study shows that WSO is 

efficient optimizing algorithm for the association rules. In 

future we will work on large dataset and compare it with other 

algorithms. 
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