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Abstract: A sentiment analysis using SNS data can confirm various people’s thoughts. Thus an analysis using SNS can predict social problems and more accurately identify the complex causes of the problem. In addition, big data technology can identify SNS information that is generated in real time, allowing a wide range of people’s opinions to be understood without losing time. It can supplement traditional opinion surveys. The incumbent government mainly uses SNS to promote its policies. However, measures are needed to actively reflect SNS in the process of carrying out the policy. Therefore this paper developed a sentiment classifier that can identify public feelings on SNS about climate change. To that end, based on a dictionary formulated on the theme of climate change, we collected climate change SNS data for learning and tagged seven sentiments. Using training data, the sentiment classifier models were developed using machine learning models. The analysis showed that the Bi-LSTM model had the best performance than shallow models. It showed the highest accuracy (85.10%) in the seven sentiments classified, outperforming traditional machine learning (Naive Bayes and SVM) by approximately 34.53%p, and 7.14%p respectively. These findings substantiate the applicability of the proposed Bi-LSTM-based sentiment classifier to the analysis of sentiments relevant to diverse climate change issues.
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I. INTRODUCTION

In a bid to counteract the natural disasters linked to climate change, the government reports real-time weather conditions and implements other responsive policy measures. Yet in the process, it is prone to encounter some challenges resulting from the lack of public trust [1]. To address such challenges, it is necessary to develop public engagement policies and to give prompt feedback to public opinions [2]. Real-time accessibility to the information of SNS by means of big data analytics could enable government authorities to grasp diverse public opinions. SNS-based analyses reveal thoughts of different stakeholders, increasing the accuracy in predicting social issues and illuminating the complex causality thereof [3]. The government needs to actively reflect SNS in the entire process of policy implementation. In that regard, this paper proposes a sentiment classifier focused on the public perception of climate change issues on SNS (Facebook, Twitter and Instagram) and in news comments.

II. RELATED WORKS

With the needs for data analysis and problem-solving diversifying, the classification models based on machine learning extend to non-linear models from linear ones. Also with the advancement of GPU computing and massive data collection and storage technologies, neural network models are drawing much attention as a way of increasing the complexity of models with ease. CNN (Convolutional Neural Network) and RNN (Recurrent Neural Network) are most widely used neural networks [6]. In natural language processing, CNN uses 1D convolution and understands the spatial correlation comparable to a bag of n-grams [9]. RNN can extract the temporal correlation inherent in texts [4]. Recently, the methodologies for classification of sensibility based on machine learning are being studied, and they show excellent classification performance [Table 1].

Table-1: Sentiment Classification Study Based on Machine Learning

<table>
<thead>
<tr>
<th>Literature</th>
<th>Methods / Data / Sentiment classifier</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pang et al.</td>
<td>Naive Bayes, SVM Maximum Entropy, Movie Review</td>
<td>- Comparing classification through various combinations, Model with 1 syllable and SVM combined was the highest performing with 82.9% accuracy [5]</td>
</tr>
<tr>
<td>Wang et al.</td>
<td>LSTM, AT-LSTM, ATAE-LSTM, Customer Review</td>
<td>- ATAE-LSTM model shows the highest classification accuracy of 84.0% in 3 categories and 89.9% in 2 categories [7]</td>
</tr>
<tr>
<td>Chiteé</td>
<td>CNN, LSTM, CNN and LSTM</td>
<td>- Ensemble models combined with CNN and LSTM were the highest performing models with an accuracy of 74.8% [8]</td>
</tr>
<tr>
<td>Sousa</td>
<td>CNN, LSTM, CNN and LSTM</td>
<td>- Ensemble models combined with LSTM-CNN were the highest performing models with accuracy of 75.2% [10]</td>
</tr>
</tbody>
</table>
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The classification performance varies with the features of data. Thus, given the diversity of subjects whose sentiments were analyzed and the theme ‘Climate Change’ being short-sentence data in Korean, no particular machine learning was found to be suitable in this study. Therefore, utilizing the shallow models (Naive Bayes and SVM) and the emerging deep learning (CNN and Bi-LSTM), this study developed a sentiment classifier, which fits the features of the subjects analyzed. Also, instead of a simple Binary classification, positivity is classified into three categories (ecstasy, expectation, and admiration). Also, negativity is classified into 3 categories (rage, terror and sad). The absence of sentiments is classified as neutrality. In short, a total of seven sentiments were classified in this study.

III. PROPOSED METHOD

The scope and flow diagram of this study are as follows in Figure 1. First, a dictionary was established on the topic of ‘Climate Change’. The process of building a climate change dictionary is a necessary step for collecting training data set for building sentiment classifiers. The dictionary was established by classifying natural disasters due to climate change into four categories: temperature, precipitation, land and oceans. Based on the dictionaries built in this study, we collected about 50,000 posts and short stories from Facebook, Twitter, Instagram and Naver News Comments. These social data have a limited number of characters to write, so sentences are short and difficult to understand. SNS data also uses many new words, connotations, slangs, and acronyms, as well as writing and spelling errors. Recently, it has been using emoji a lot instead of letters. Therefore, it is difficult to digitize SNS data for machine learning. Therefore, this study performed analyses that matched the characteristics of these social data. First, seven sentiments (ecstasy, expectation, admiration, rage, terror, sad and neutrality) were tagged on the subjective judgment of a person to establish training data. Based on the training data set deployed, pre-processing such as corpus generation, normalization, and emoji conversion to Korean were performed and finally each SNS data was reviewed case by case to fix anomalies. Based on this training data set, we applied support vector machine (SVM) and Naive Bayes to build sentiment classifier algorithms. In addition, a classification algorithm was developed using CNN (Convolutional Neural Networks) and Bi-LSTM (Bidirectional LSTM) among the deep learning techniques. Finally, we selected the model with highest accuracy by comparing the classification performance.

A. CNN Model

The CNN model processes the words \( \{w_1, w_2, \ldots, w_t\} \) that constitute the \( n \)th sentence, \( S_n \), through embedding layers. The CNN is defined as in formula (1).

\[
x_{1:t} = x_1 \oplus x_2 \oplus \cdots \oplus x_t \\
\epsilon_i = f(w \cdot x_{1:t+h-1} + b) \\
c = [c_1, c_2, \ldots, c_{t-h+1}] \\
\hat{c} = \max(c)
\]

In the above formula (1), \( \oplus \) is the Concatenation that connects the vectors. \( w \) means the filter included in the Convolutional operator. \( h \) means window size and is a parameter that determines how many words are used at a time within a sentence when extracting features. A total of \( t - h + 1 \) features are extracted in one sentence. After the max pooling process, \( \hat{c} \) will be printed out as a feature for the sentence. Features extracted from these processes are used for sentiment classification. Figure 2 below shows the structure of the CNN classifier. First sentence entered and converted to a vector in word units through the embedded layer. Converted vectors are entered into the Convolutional layer to allow the model to learn. In the Convolution layer, features that represent the text entered through the Convolution operation are extracted. These extracted features leave only important information through the max pooling layer, and the final features are printed out as inputs to the next layer. There are many different methods for pooling, such as Mean Pooling, Average Pooling and Max Pooling. In classification models, Max Pooling is typically used to extract the largest of the features extracted through the Convolution.

![Fig 2. CNN Classifier Model](image)

The inputs of the CNN model developed in this study include

**Fig 1. Analysis Process**
diverse parameters, e.g. epoch, sentence, filter and kernel. The algorithm used three filters of size three, four and five with ReLU used for activation. Also, 30% drop-out is used to minimize the over-fitting issues of the classification model [Figure 3].

**CNN Classifier**

- Embedding dimension: (1380, 128)
- CNN-3-100: Conv2d(1, 100, kernel_size=(3, 128), stride=(1,1))
- Activation: ReLU
- CNN-4-100: Conv2d(1, 100, kernel_size=(4, 128), stride=(1,1))
- Activation: ReLU
- CNN-5-100: Conv2d(1, 100, kernel_size=(5, 128), stride=(1,1))
- Activation: ReLU
- Generator: Linear(in_features=300, out_features=7)
- Pooling: Max-Pooling
- Dropout: Dropout(p=0.3)
- Activation: LogSoftmax

**Fig 3. CNN Classifier Training Algorithm**

**B. Bi-LSTM Model**

The LSTM (Long Short Term Memory) addresses the challenges of RNN’s gradient vanishing, and shows great performance in language and voice recognition as reported in the literature aforementioned. LSTM is defined as in formula (2).

\[
i_t = \sigma(W^i x_t + W^h h_{t-1} + W^c c_{t-1} + b_i) \\
 f_t = \sigma(W^f x_t + W^h h_{t-1} + W^c c_{t-1} + b_f) \\
 c_t = f_t c_{t-1} + i_t \tanh(W^c x_t + W^h h_{t-1} + b_c) \\
 o_t = \sigma(W^o x_t + W^h h_{t-1} + W^c c_t + b_o) \\
 h_t = o_t \tanh(c_t) \\
 y_t = g(W^y h(t) + b_y)
\]

In above formula (2), \(\sigma\) is the Sigmoid function, and \(i, f, o\) and \(c\) respectively represent input gate, memory cell vector and output gate. The size of each vector is equal to the size of the hidden layer vector. The Subscript of the weighting matrix means each node connected. \(W_{hi}\) is a weighted matrix between the hidden layer \(h\) and the input gate \(i\). Figure 4 below shows the structure of LSTM memory cell.

**Fig 4. LSTM memory cell**

These gates can adjust the values of newly entered vectors and existing cell vectors to maintain previously stored information, so there is no problem with the loss of gradient. However, the gate has the disadvantage of not knowing the information that appears after the current point in time. Korean has a structure in which descriptive words appear at the back of a sentence. Therefore, it may be difficult to detect descriptive information, which is important in determining semantics. In previous studies, the backward method was proposed based on the fact that the descriptor appears behind the character, showing higher performance than the existing LSTM model. However, this method has the disadvantage of not being able to see information throughout a sentence. Therefore, this study proposed Bidirectional LSTM to be able to identify both previous and next input words by learning LSTM in both directions to understand the entire sentence.

The following [Figure 5] shows the structure of the Bi-LSTM classification model built in this study. As with the CNN model discussed earlier, the entered sentence is converted to a vector in word units through the embedded layer. Translated vectors are entered sequentially into the Hidden layer of the Forward-LSTM to allow the model to learn. In the Hidden layer, both previous and current input values are considered to determine the status value of each step. Also, the previous input value is a structure that is reflected in the learning of the current input. Likewise, Backward layer was performed to learn training data set in both directions. LSTM solves the Gradient vanishing problem in RNN, allowing it to learn the Long-term dependency more effectively.

**Fig 5. Bi-LSTM Classifier Model**

The following [Figure 6] is a learning algorithm for the Bidirectional LSTM model. The input of the algorithm has various parameters such as Epoch, Sentence, and Hidden Layer. Learning algorithms are divided into forward pass and back pass. In addition, 30% Drop-out was used to minimize the overfitting problem of classification models.

**Fig 6. Bi-LSTM Classifier Algorithm**
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The analysis showed that the highest accuracy of the Bi-LSTM model in 7 sentiments (85.10%) and 3 sentiments (92.95%) classified here. In contrast, shallow models had low accuracy, for example, Naïve Bayesian was least accurate in 7 sentiments (50.57%) and 3 sentiments (65.73%).

Naïve Bayesian has limitations in that it emphasizes whether simple words are present or not and ignores the word order. By contrast, the proposed Bi-LSTM converts the word-word relation information into a vector in the word embedding layer, and has synonyms placed at adjacent coordinates in higher dimensional space through learning. Also, as the overall contextual flow was learned bi-directionally in the order of words in the Bi-LSTM layers, the Bi-LSTM model using embedding showed the highest performance in this study.

The accuracy of the seven sentiment class of Bi-LSTM is as shown in Figure 7. The analysis showed that the non-sensitive neutrality had the highest classification accuracy of 89.8%, as the positive emotion was classified into three categories: ecstasy, expectation, admiration, and negative emotion were classified into three categories: Rage, Terror, and sad. Ecstasy includes most common positive keywords such as good, smiling, happy, and pleasant. So it appears to have shown relatively low degree of classification accuracy. Likewise, Rage appears to have shown relatively low degree of classification accuracy, as it includes most common negative keywords such as hate, irritation, madness, and death.

In addition, accuracy was analyzed by media for the Bi-LSTM with the highest classification accuracy. Training data set built in this study consists of four media: Facebook, Twitter, Instagram, and News comments. The accuracy of each of the four media is shown in Figure 8. The analysis showed that the accuracy of classification was followed by Twitter (88.5%), News Comments (87.3%), Facebook (85.6%), and Instagram (79.5%). The classification accuracy by media is not significant, but the Instagram showed the lowest classification accuracy at 79.5%. Since Instagram has more serious problem than other media about new words, slang, connotation, and floating language problems, it is believed to have shown lower classification accuracy. In addition, the rest of the media, except for Instagram, showed higher accuracy than the overall classification accuracy (85.1%). Therefore, in the future, the classification accuracy will be higher if the sentiment classifier built with the media-specific training data set is used instead of the overall training data set.

V. CONCLUSION

In this study, the sentiment analysis channels vary and the subject is phenomenon due to climate change. Therefore, it is not possible to define in advance that a particular machine learning algorithm is suitable for this study through prior study. Therefore, sentiment classification model for this study was developed using shallow models (SVM, Naïve Bayes) and deep learning techniques (CNN, Bidirectional LSTM) that performed well in recent natural language processing studies.
To enhance the performance of the sentiment classification, the problem of lack of training data set was mitigated by converting text data into vectors through embedding. And Drop-out was used to minimize the problem of overfitting. The results of this study, Bi-LSTM outperformed the other models. It showed the highest accuracy (85.10%) in the seven sentiments classified, outperforming shallow models (Naive Bayes and SVM) by approximately 34.53% and 7.14% respectively. These findings substantiate the applicability of the proposed Bi-LSTM-based sentiment classifier to the analysis of sentiments relevant to diverse climate change issues.

In the future, it will improve classification performance by improving deep neural network structure and parameters. Because CNN receives only text in one sentence, it is difficult to incorporate long-term dependency into the analysis. In the case of LSTM, it is difficult to capture sufficient lexical features because it relies entirely on embedding when text is entered. Therefore, to complement each model’s weakness, we expect that the combined strengths of the individual models will improve performance. Also learning classification models on a consonant and vowel will minimize the pre-process and improve classification accuracy.
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