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Abstract: Displaying of examination results by a single central entity, for lakhs of students becomes a tedious task, and sometimes may also result in server crashing. These servers typically rely on heavy and often unrestricted threads spawned to handle each incoming request which is the reason why the server resources are used up quickly. We propose a solution that is three fold: First, multiple Volunteer entities are brought in to hold the data and donate a portion of their computing power to offload the enormous work placed on the central entity. Second, the central entity is changed to play the role of dispatcher that generates monitors and assigns extremely lightweight, independent processes (called agents) to each user request without requiring any additional hardware upgrade. Each agent will be responsible to satisfy their assigned user requests. Third, we introduce a load balancing technique derived from the ideas of autonomous agents load balancing techniques in cloud to provide load balancing among the Volunteer entities and the central entity such that the Volunteer entities can continue with its own tasks and not be overwhelmed by its Volunteer work while ensuring fast response time and better reliability and response to the user.
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I. INTRODUCTION

The Internet has existed for decades but it is still growing stronger every day. More people are coming online and accessing millions and millions of pages and across thousands and thousands of servers, transferring enormous amounts of data every day across the vast network of cables that entwine the world. The increasing connections mean servers have to learn to deal with increasing traffic. For the most part, the progress in hardware power has kept up to meet the increasing demands. However, it may not be always possible for the servers to be upgraded to the latest hardware. Solutions must also be investigated on the software side.

One of the problems public institutions in our country face today is properly displaying exam results. The current scenario of looking at exam results of public institutions is dismal. It becomes difficult for both the candidates as well as the server side where they may have to deal with several server crashing problems and high traffic over the network. Also the candidates may have to wait for long for the results to load.

The world of cloud computing has seen a lot of research effort put in to find increasingly efficient ways of managing and running the cloud and providing the cloud services. An important aspect of the working of cloud is load balancing. This topic has seen a lot of work put into it [1][5] and many different techniques have been put forward to address it. These ideas about load balancing researched for cloud applications have not seen wide use for ordinary servers and server clusters outside of the cloud environment. Being able to handle enormous traffic is an important property for any web application and it may be possible to obtain great performance benefits by bringing over the ideas from the cloud to other applications outside the cloud.

In addition to load balancing techniques, further improvements may be obtained by the use of the Actor model [9] for better concurrency and through the improved efficiency and resource utilization provided by the use of lightweight processes [10] over threads that tend to be used in normal servers.

II. RELATED WORK

This section evaluates some of the previous research done towards progress in load balancing, fault tolerance and handling scale in web systems.

Singh et al. [1] proposes an autonomous agent based load balancing algorithm (A2LB) to address utilization, throughput, response time, scheduling and scalability. Whenever a VM becomes overloaded, the service provider has to distribute the resources in such a manner that the available resources will be utilized in a proper manner and load at all the virtual machines will remain balanced. A2LB mechanism comprises of three agents: Load agent, Channel Agent and Migration Agent. Load and channel agents are static agents whereas migration agent is a special category of mobile agents.

Lightner et al. [2] introduces the idea of providing fault tolerance in distributed server clusters through the use of supervisors that can monitor operations and restart them if they crash. It maintains node managers that keep track of the running operations and automatically troubleshoot them in case of any failures.

Chechina et al. [3] presents a systematic evaluation of Erlang. It presents a comprehensive evaluation of the scalability and reliability of Erlang using three typical benchmarks and a case study. It investigates the scalability limits of distributed Erlang for engineering reliable systems, identifying network connectivity and the maintenance of global recovery information as the key bottlenecks.

Vaughn [4] shows how to translate the longtime promises of Actor model into practical reality. It introduces the tenets of reactive
software, and shows how the message-driven Actor model addresses all of them—making it possible to build systems that are more responsive, resilient, and elastic and build robust systems that are simpler and far more successful.

Dobale et al. [5] speaks about the benefits of maintaining whole files in a node rather than splitting them across several nodes into chunks. Here a Load Balance Nearest Search Algorithm is presented to cope with the load imbalance problem. Load is transferred from heavily loaded node to physically closed lightly loaded node. The cost in memory is balanced by the savings obtained in avoiding complex hashing calculations to find the correct location of a file chunk.

Ariharan et al. [6] proposes a load balancing algorithm that focuses on reducing wait time and evenly distributing the load. It introduces neighbour awareness and prediction mechanisms to further improve the selection process of nodes for random walk. The proposed algorithm selects the least loaded node from the neighbour list for the random walk. It finds selecting least loaded node for random walk performs well than probability based selection or the improved random walk algorithm.

Rajan et al. [7] brings forth a model called capsule-oriented programming, where programmers describe a system in terms of its modular structure and write sequential code to implement the operations of those modules. It shows how to fuse the notion of a module with the notion of an activity and an ownership domain and provide simultaneous benefits in terms of both software evolution and program performance.

Hao, in his work [8], provides an overview of the Open Telephony Protocol (OTP), a set of battle tested design patterns for building concurrent and highly scalable systems utilizing the power of actors. It introduces the concepts through the lens of Elixir, a programming language that runs on the Erlang VM and how it can be applied for big benefits in the web ecosystem.

The literature exemplifies the progress made in the area of load balancing in cloud computing. These improved techniques have not seen extensive application in distributed web servers. This is an area of application that is still in research. Some of the literature describes the ideas that can be applied for improving efficiency of the cloud load balancing techniques when applying them to web systems.

### III. EXISTING METHODOLOGY

The current industry standard for web facing servers, such as exam result query systems are Apache and its like, servers that depend on heavyweight threads and require a lot of expensive resources to manage thousands of visitors. This works well in most cases but does not deal well with large number of concurrent users. These systems are not as reliable as it needs to be and requires great expense on powerful hardware in order to bring it up to the required level.

The meteoric rise of cloud computing has lead to a lot of research on improving load balancing in the cloud. The ideas of autonomous agents have been applied extensively in cloud computing systems for better load balancing, which involves sending out these autonomous agents to do the work of discovering the resources and using them to keep track of underloading and overloading of the resources.

Singh et al. [1] proposed the **Autonomous Agents Load Balancing algorithm (A2LB)** that capitalizes on these ideas. It makes use of three kinds of agents: **Load Agent**, **Channel Agent**, **Migration Agent**. In Fig.1.1 The Load Agent keeps track of VM utilization in different data centres. The Channel Agent receives request for additional resources and sends out the Migration agents. The Migration Agents travel to data centres and query the Load agents in order to find the free resources. This information is communicated back to the Channel agent. The Migration agent is a self contained program that will run itself in the data centres it travels to in order to query it. The Channel agent keeps track of the Migration agents it sends out and the status of the VMs as given by the Migration agents.

### IV. PROPOSED ARCHITECTURE

Our goal is to develop a reliable web based result query system that can work well based on the concepts of centralized load balancing, autonomous agents, the actor model with the use of Volunteer servers. Load balancing is done by improving on and utilizing the ideas of autonomous agents described in [1] and has been derived from cloud computing technologies to provide a better solution.

#### a. Conceptual framework

The Figure 1.2 gives ideas about load balancing described in the literature were targeted for cloud applications and has not been used for ordinary servers and server clusters outside of the cloud environment. Being able to handle enormous traffic is an important property for any web application and it may be possible to obtain great
performance benefits by bringing over the ideas from the cloud to other applications outside the cloud. Result query systems, as shown in figure, for examination results are usually run on ordinary servers maintained by the organization responsible for the examination. These servers have high performance requirements but frequently suffer from problems.

Figure 1.2: Properties of a typical result query system

Introducing volunteers, as shown in Fig. 1.3, to donate some of their infrastructure may solve some problems but not enough.

Figure 1.3: Introducing volunteer entities to the system

In Fig. 1.4, the goal is to try and solve all the current problems faced by such result query systems by borrowing the ideas of load balancing from cloud computing paradigm with adaptations to suit the given use case, as shown in figure.

b. Architecture overview

The proposed solution consists of the use of a central server that is responsible for receiving the user requests and communicates with multiple Volunteer servers that hold the user's data. It makes use of lightweight, independent, isolated processes to handle the user requests and communication and is able to handle more traffic due to the lightweight nature. The central server is responsible only for managing the communication and is (mostly) freed from the responsibility of managing the user data. The central server is capable of generating agents for each user, which are capable of sending messages and knows how to respond to the next message received. The agents can make any local decisions in response to a message that it receives. The function of agents is to interact with the user and perform tasks on their behalf. They also interact with the other agents to collaborate and delegate tasks. They usually reside on a distributed environment and interact with non-agent computer systems.

Figure 1.4: Introducing agents and fault tolerance

Each user's agent selects a Volunteer server to retrieve the result information from. The selection is done by consulting a Volunteer status agent to identify which Volunteer server is known to be free. If a user's agent tries and fails to communicate with the Volunteer server, it will inform the volunteer status table of the kind of failure that occurred before trying again with a different Volunteer server.

Figure 1.5 Architecture Overview

The Volunteer server is not required to fully dedicate all its resources for the requests coming from the central server. It can set a limit on how much resources can be used. If the limit is exceeded, the Volunteer server can reject requests. Hence we propose a solution that provides better reliability and fault tolerance to the overall system by distributing the load thereby reducing the problem of server crashing and incredible high traffic over the network, thus enabling the candidates to view their results at a much faster time and the results produced are authentic.

Components of the system:
The proposed system can be described in terms of four main modules. Fig 1.6 specifies the module of the system. The Central Server is the front-end that receives the incoming
user requests. It generates and supervises the **Agents** for each incoming request. It also creates and supervises the **Server Status Table**. The supervision is carried out via a *supervision tree* [2], a construct by which Central Server can monitor the Agents and Server Status Table and restart them if they crash. It makes sure no single Agent monopolizes the resources for too long by applying *preemptive scheduling* [11]. It is also responsible for reclaiming the resources used to be reallocated once the agent is done with its task.

The **Agent** is a lightweight, independent, isolated process spawned by the Central Server to handle the user request. It identifies the available Volunteer Server from the Server Status Table and forwards the request to it and awaits the response. If no response takes too long or it is a reject, it will update the Server Status table accordingly and try a different Volunteer Server. If proper response is obtained, it will return a response to the user with the data received from the Volunteer Server.

The **Volunteer Server** receives the request from the Agent and will first check if its resource usage has not exceeded the set limit. If it is exceeded, it will return a reject response along with a *time to wait*, which specifies how long any Agent should wait before contacting the Volunteer Server again. If the resource usage is within limits, then the Volunteer Server will perform the requested task and return the results back to the waiting Agent. The Volunteer Servers are completely independent of each other.

The **Server Status Table** is used to hold information about the current known state of the Volunteer Servers. The Table is initially empty and entries are inserted as the Agents communicate with Volunteer Servers and gets updates about their current situations. The Agents will look at the Server Status Table entry before attempting to contact the Volunteer Server to make sure it is able to receive the request from the Agent. The Agent will also request the Server Status Table to update an entry corresponding to a Volunteer Server if the Agent receives a reject from the Volunteer Server or if the Volunteer Server times out. The updates are asynchronous, meaning that the Agent will simply carry on with its work after sending an update to the Server Status Table. This increases efficiency of the Agent as it is not spending time waiting on the Server Status Table. The table 1.1 shows the structure of the Server Status Table.

**Table 1.1: structure of Server Status Table**

<table>
<thead>
<tr>
<th>Volunteer Server IP</th>
<th>Wait until (unix time seconds)</th>
<th>Alive?</th>
</tr>
</thead>
<tbody>
<tr>
<td>123.146.24.55:443</td>
<td>1515346780</td>
<td>True</td>
</tr>
</tbody>
</table>

**Algorithms in Central Server**

**Central_server()**

*Input:* Request from user;

```
Initialize Supervision_Tree() process;
Initialize Volunteer_Server_Status_Table and place it in Supervision_Tree();
Initialize backup database connection and place it in Supervision_Tree();
for each incoming user request
{
    Generate Agent() that will process the request;
    Deallocate Agent() when its work is done and free the resources;
}
```

**Supervision_Tree()**

*Input:* worker process

Maintains and manages a collection of worker processes;
Monitors the health of the worker process;
Reclaims resources when the worker process has completed its task;
If required, restart the worker process if it crashes;

**Supervision_Tree()** is an OTP pattern [8] that is used to supervise worker processes [2] assigned to it and forms an essential part of the **Central_Server()**’s working.

**Algorithm for Agent**

**Agent()**

*Input:* request data from user, list of ip addresses of the Volunteer Servers.

*Output:* HTML page response
Select ip address of Volunteer_Server() from list;
Check Volunteer_Server() availability and send request to it;
Update the Volunteer_Server_Status_Table according to the response;
If maximum attempts exceeded, retrieve data from backup database;
The Volunteer_Server_Status_Table is responsible for maintaining information about the Volunteer Servers, including availability and wait times for contacting the Server. The Agent’s behavior is inspired by the working of Migration Agents and Channel Agents[1].

Algorithm for Volunteer Server
Volunteer_server()

Input: student register number and date
Output: corresponding student data

Retrieve CPU load, Retrieve memory load;
Determine system load from retrieved load information;
If system load within predefined limit
    if (register number and date present in database)
    Retrieve and return data of the student from the database;
    else
    send error message;
else
Generate time out interval according to current load;
return time out interval;

V. IMPLEMENTATION AND ANALYSIS

We make use of two major tools known as Erlang and Elixir. Erlang is a general purpose, concurrent, functional programming language which has major properties of immutable data, and pattern matching. Erlang runs on the BEAM virtual machine (VM) that is optimized for maximum utilization of multicore processors for greatest performance impact. It leverages its own scheduler and utilizes the power of lightweight processes over threads which allows for a greater number of simultaneous operations than could have been provided by resource heavy threads. Elixir is a language based on Erlang that runs on the BEAM VM and carries over the benefits and features of Erlang with a more modern syntax.

We use Elixir in Fig1.7 for building the central server due to its ability to handle high number of requests even given limited resources by leveraging the power of lightweight processes provided by the BEAM VM. The analysis below is based on running the central server on a single Raspberry Pi 3, demonstrating its ability to provide high performance even with limited resources.

The volunteer servers are built with Python due to its simplicity and compatibility with a wide range of hardware and libraries for gathering CPU and memory information, necessary for load monitoring. The analysis was carried out with 5 Volunteer Servers running on the same Raspberry Pi among which only 2 are configured to reply, 2 always time out, and 1 always sends a ‘reject’ signal back to the central server.

The fig1.8 shows the login page where the user enters their details. The central server will select an available volunteer server and return a result page, as shown in the figure, using the data returned from the volunteer server.

Figure1.7: Login page

Figure1.8: Response formulated from data obtained from different Volunteer Servers

The volunteer status table in Fig1.9 maintains the details about the non working volunteer servers, successfully preventing the agents from trying them unnecessarily and thus save resources.

Figure1.9: Volunteer Server Status Table with the non working server information
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<table>
<thead>
<tr>
<th>Name</th>
<th>Highest Rate of Requests</th>
<th>Mean Rate of Requests</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>connections</td>
<td>54.1 / sec</td>
<td>26.14 / sec</td>
<td>6505</td>
</tr>
<tr>
<td>requests</td>
<td>72.7 / sec</td>
<td>39.80 / sec</td>
<td>9413</td>
</tr>
</tbody>
</table>

Table 1.2: load test results with the proposed system

<table>
<thead>
<tr>
<th>Name</th>
<th>Highest Rate</th>
<th>Mean Rate</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>connect</td>
<td>231.8 / sec</td>
<td>106.03 / sec</td>
<td>19551</td>
</tr>
<tr>
<td>requests</td>
<td>332.2 / sec</td>
<td>155.16 / sec</td>
<td>28322</td>
</tr>
</tbody>
</table>

Table 1.3: load test results with a PHP-MySQL centralized server setup

Load tests were applied in Table1.2 and Table1.3 which show that around 19,000 TCP connections were established in with a mean rate of 106 connections per second. The load tests also show that with around 28,000 requests over a 2 minute period, the central server is able to field on average around 155 requests per second, with a highest rate of around 332 requests per second. This is impressive considering the less powerful hardware of the Raspberry Pi. The same load tests when applied to a standard PHP-MySQL centralized server setup under the same conditions show result in much worse performance compared to the proposed system.

A visual comparison of the test results of the two systems is shown in the bar graph of Fig1.10. The next graphs Fig1.12 and Fig1.13 shows that the proposed system was able to field around 1300 simultaneous users attacking the server without crashing and was able to maintain around 800 simultaneous connections.
VI. CONCLUSION

This work contributes an improvement in the existing situation of slow, unresponsive result query systems through the application of autonomous agent based load balancing techniques derived from the techniques applied in cloud systems. The proposed system is able to provide far better performance and is able serve more users simultaneously than the existing, conventional systems. It does it by leveraging the available resources obtained from volunteers who have a stake in the service the result query systems provide, while avoiding overloading any of the volunteers. In the future, it may be possible to expand the application of this system to more general web systems in addition to the specific use case of result query systems.
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