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Abstract: Segmentation is always an important step in designing an Optical Character Recognition (OCR) of any script. In this paper, we focus on the line and word segmentation in typewritten Gurmukhi script documents. In order to perform this task, we consider OCR based methodology where several processing steps are implemented. The typewritten documents suffer from several issues such as noise, skew, and quality of the document. In this work, we present a combined pre-processing scheme where document thresholding and skew detection and correction schemes are implemented where image thresholding is obtained using Niblack's method and skew correction is carried out using gradient histogram algorithm and uniform orientation is obtained. Later, line segmentation scheme is applied where probability density function is applied to generate the text distribution in the probability map. Here, identifying the relation of the text to the exact line is a challenging task hence, we present a 2D-Gaussian modelling which helps to identify the text boundaries in the x and y direction. The proposed methodology is applied for typewritten Gurmukhi documents and an experimental study is carried out to show that the proposed approach achieves better performance when compared with the existing techniques.
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I. INTRODUCTION

OCR is an active research area in the field of pattern recognition, machine learning and computer vision applications [1]. OCR alludes to the interpretation of images of typewritten, handwritten and printed documents in the form of editable text. This technique of OCR is widely adopted in various real-time applications and implemented for several languages such as Arabic [2], [3] Chinese [4], [5] and various Indian languages such as Devanagari [6], [7] Bangla [8], Gujarati [9] and Gurmukhi [10] etc. These techniques are successfully implemented for machine printed and handwritten documents but scanned document analysis and character recognition still considered as a tedious task for researchers.

Pattern recognition in computer vision systems contains three main stages which are known as pattern observation, pattern segmentation and classification. According to the segmentation process, the observed patterns are categorized in their corresponding pattern which contains the content of the document in the form of lines and characters. Pattern recognition performs the task of identification of these characters with the help of prior information about the document. Segmentation of these patterns plays an important role in optical character recognition systems. In any automated OCR system, the document is processed through computer vision-based application where text document images are converted into editable [11] which can be used in several applications. Generally, OCR systems perform three primary tasks which are the localization of text in the document, line and character segmentation, and recognition. According to OCR systems, text recognition is considered an important aspect. As discussed before that several OCR systems have been introduced for various languages which consider handwritten and printed document analysis but achieving the eminent performance for typewritten documents is considered as a challenging task. In various government organizations information is stored in the typewritten documents. Moreover, the complexity increases when the scanned typewritten documents are in the cursive script such as Urdu and Gurmukhi [12].

Gurmukhi is the 14th most widely spoken language in the world. This script is derived from a Punjabi term “Guramukhi” which means that “from the mouth of the Guru”. Several government organizations use Gurmukhi language for official tasks where handwritten and typewritten documents are used for information collection and storage.

In order to develop an OCR system for cursive typescript, text [13], line and character segmentation plays an important role. In this field, line and character segmentation are considered as a challenging task for cursive typewritten languages. Several techniques have been introduced for line and character segmentation in different automated OCR systems. Desai [14] recently discussed the OCR system for Gujarati handwritten numbers using a neural network. Moreover, pre-processing schemes are also applied such as thinning and skew-correction. In the pre-processing stage, image thresholding is important which helps to identify the structure of the document text lines and characters. Based on these assumptions, Lázaro et al. [15] introduced a novel thresholding approach for image binarization.
application by finding the histogram of the input document image where histogram derivative is computed, and the new smoothed histogram is formulated and later neural network model is implemented to obtain the threshold. Similarly, Paitel et al. [16] also introduced an adaptive approach for image thresholding or binarization scheme where the block-based approach is implemented with the help of local and global methods. In any OCR system, text recognition is the most desired objective along with the text line and character segmentation. Several techniques have been introduced for text line and character segmentation for handwritten, scanned and typewritten documents. In this field of text line segmentation from handwritten documents, gaps between lines and skewed or curled text-lines are considered some challenging issues. Along with this, overlapping of text and touching text lines proliferate the segmentation complexities. Based on these complexity circumstances, Alaei et al. [17] introduced a novel technique for the segmentation of text lines. This process is carried out by applying various steps such as image painting which helps to divide the background and foreground regions of the image. Later, image dilation and thinning approaches are applied, line separators are formulated and line segmentation is performed. Moreover, text overlapping issue is addressed by constructing a contour trace and then upward and downward tracing is applied to obtain the top and bottom limits. These techniques of text line segmentation are also applied to the Indian languages. Aradhya et al. [18] discussed the challenging issue in handwritten documents which are caused due to skew and curves in the text lines. Authors focused on these issues and presented a novel approach for cursive handwritten Kannada script. This complete process is divided into two main stages where first of all, character component gaps are identified and bridged with the help of morphological techniques. In the next phase, the component extension scheme is implemented for extracting the text lines. Similarly, Koo et al. [19] suggested that text-line segmentation techniques suffer from several issues such as text orientation variation, character scale variation and the interference between the consecutive text lines. In this process, text lines are evaluated and the curvilinearity is identified to identify the line spacing and the construction. These schemes of text-line segmentation can be applied to the historical machine printed documents for extraction of historic information. However, these documents suffer from various issues as discussed before which are known as skew, low-quality image, and ink quality. Moreover, these documents are complex and dense in nature and during the scanning process, punctuation and noise identification becomes a complex task. In order to deal with these issues, Nikolaou et al. [20] presented Adaptive Run Length Smoothing Algorithm (ARLSA) scheme which attempts to reduce the segmentation error. Recently, Jindal et al. [21] presented an OCR framework for Gurmukhi handwritten document images.

A. Issues and challenges in OCR systems
OCR technology is widely adopted in the various real-time application and several techniques have been presented during the last decade which urges to improve the performance of the character recognition. However, several challenges are present in this field of character recognition. Some of the critical aspects are discussed in this section which degrades the performance of OCR. In order to achieve the optimal performance of character recognition, high quality and good resolution images are demanded. The image acquisition process is also considered an important factor in the performance enhancement of OCR. Generally, OCR systems are capable of achieving better performance for scanned documents or images when compared with the images captured by the cameras. In general, several issues are present in the various OCR systems which suffer from different types of issues such as scene complexity [22], uneven lighting conditions [23], document text skewness [24] and multilingual environment [25] resulting in poor performance of OCR applications.

B. Contribution of the work
In this work, we focused on the Gurmukhi language-based OCR system and presented a novel approach for text-line and word and character segmentation in typewritten Gurmukhi documents. According to this process, first of all, we apply a skew correction technique for the given typewritten documents. In the next phase, we apply a novel scheme of document binarization which helps to identify the connected components and remove the unwanted pixel positions. Later, we focused on the text-line localization and segmentation where we used density function computation for analyzing the text density and then probability density function is applied which provides the top, bottom, left, and right coordinates for the box for line and finally, word and character segmentation schemes are implemented.

The rest of the manuscript is organized as follows: Section 2 deals with the recent studies in this field of OCR where we have discussed the various techniques of document binarization, pre-processing, text-line segmentation and classification. Section 3 presents the proposed approach for the segmentation of text-lines & characters. Section 4offers a complete experimental study using typewritten Gurmukhi script language and finally, Section 5 gives concluding remarks of the work.

II. LITERATURE SURVEY
Character recognition from ancient documents plays an important role to achieve various sort of information about the civilizations such as cultural diversities and historical knowledge. Chamchong et al. [26] emphasized on Thai character segmentation using Palm leaf documents. Usually, information extraction from ancient documents is a tedious
task due to poor quality, fragility, and document deterioration over the age. Similarly, Thai palm leaf documents are also complex in nature and undergo with various factors such as noise, poor contrast, blurriness, etc. which may affect the information extraction and character segmentation process. Authors in [26] reported a novel approach for Thai character segmentation from ancient documents. First of all, the preprocessing stage is applied to reduce the noise and optimal binarization scheme is also implemented to improve the document quality. In this work, the partial projection profile method is applied for text line segmentation and later contour tracing approach is implemented for character segmentation.

The line and character segmentation are considered the main task of any OCR system. Chen et al. [27] explored the text line segmentation approach using colour and texture of the historical data. Authors adopted pyramidal document analysis approach [28] where the initial document is scaled with a scale factor of $\alpha < 1$ and the document is categorized into four main categories such as out of the page, background, text block, and decoration. This process is based on the machine learning where feature extraction process is accomplished and a real-valued feature vector is formulated using $n \times n$ pixel window. Later color and coordinate features [29] are applied with the help of pixel coordinates and $r, g, b$ values. Moreover, LBP (Local Binary Pattern) and Gabor feature extraction also implemented to formulate a robust feature vector. However, the large feature vector may suffer from computational complexity, hence Fast Correlation-Based Filter (FCBF) algorithm [30] is applied to select the optimal feature set and finally SVM (Support Vector Machine) classifier is used. Text line segmentation can help to achieve information about character alignment in the document, connected components, and spatial information. Later this information is analyzed and the document is divided into text and non-text. According to [31], [32], line segmentation can be categorized in various methods such as Hough transform, projection-based method, grouping method, stochastic method and smearing methods. According to the smearing method, a hypothetical flow of water is analyzed and flow a particular direction represents the text in the image frame. However, this approach doesn’t consider flow angle and without water, flow area is neglected. Further, this technique is improved using connected components and bounding boxes which helps to identify the accurate angle of water flow [33].

OCR any language, cursive or connected character segmentation and recognition are known as challenging issues. Several techniques developed for offline handwritten character segmentation such as Gaussian Mixture Model [34], Inertial and Big drop-fall [35] etc. but achieving desired performance remains an unresolved issue due to overlapping of the texts and touching characters. In order to deal with this issue, Lacerda et al. [36] introduced a novel approach for touching handwritten digit segmentation. According to this process, feature point selection is performed using image skeletonization and touching regions are clustered using Self-Organizing Maps. Similar to this, Jindal et al. [21] developed a new approach to line segmentation for Gurmukhi script. However, this work only focused on online segmentation.

Similar to the line segmentation, character segmentation is also an important research area in computer vision-based OCR systems. Handwritten and scanned documents are more complicated for information extraction, line, and character segmentation. Roy et al. [37] focused on the multi-oriented touching character segmentation. According to this study, touching characters generate a cavity in the background region which can be obtained by estimating convex hull. With the help of this information, initial segmentation points are identified in such a way that a single character can be covered in the initial segmentation points. Furthermore, these points are computed in the entire image and merged to formulate an optimal segmentation module. Moreover, this approach identifies the likelihood characters using SVM classifier and objective functions are also formulated which help to formulate the dynamic programming algorithm. Based on the touching character segmentation study, Xu et al. [38] proposed feature extraction-based character segmentation method for Chinese handwritten documents. As discussed in [25], [35] this method also uses contour tracing and skeletonization process which helps to identify the character separation. Later, a filter is designed with the help of the supervised learning scheme which helps to remove the unwanted cuts resulting in improved precision.

III. PROPOSED MODEL

In this work, we focus on the Line, word and character segmentation technique for any typewritten documents of Gurmukhi script. We have considered Gurmukhi script as our research area in OCR field because it is one of the vital scripts used in Indian languages. This section deals with the development of a novel and robust approach for line and word segmentation for Gurmukhi script. This complete section has been divided into three sub-section: (A) Gurmukhi script description, (B) Brief discussion about the flow of process, (C) Image pre-processing phase, (D) Skew correction technique,(E) Line segmentation where we introduce a new algorithm for line segmentation from a typewritten scanned document and (F) Word segmentation where segmented lines processed consecutively and words are segmented.

A. Properties of Gurmukhi script

Gurmukhi script commonly used in Punjabi language and it has been ranked 14th most widely spoken language in the world which is the combination of various symbols such as consonants and modifiers. Gurmukhi script has three vowel bearers, thirty-two consonants, six additional consonants, nine vowel modifiers, three auxiliary signs and three half characters. Gurmukhi script is written in the top to bottom and...
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left to right style. Sample characters of Gurmukhi script depicted in Fig. 1.

![Gurmukhi script character set](image)

Gurmukhi script words can be categorized into three main categories based on their zones such as the upper zone, a middle zone, and lower zone. A sample representation of Gurmukhi script is depicted in Fig. 2 which shows all zones in Gurmukhi script word. In Gurmukhi script, most of the characters have shirorekha which have a horizontal line at the upper part of the character and all characters are connected with the help of line which is known as a headline.[21]

![Gurmukhi script word and zone representation](image)

B. Brief discussion of the proposed approach

In this section, we present a brief discussion about the proposed approach for offline typewritten Gurmukhi document line and word segmentation. Generally, two-type of techniques have been presented in the field of OCR for segmentationare (i) Bottom-up method where connected components are used for grouping into the lines and later these lines are grouped into the zones. Another method is a top-down method where the complete document is segmented in small zones and later these zones are segmented into lines. However, these techniques fail for various cases in typewritten documents due to irregular page layout, curvilinear text lines and variation in character sizes, etc. In order to overcome this issue, we have introduced a non-parametric method where the image is binarized and the pixels are represented as 0 and 1. During image acquisition, images may suffer from the skew and orientation issues hence we present a skew correction and detection scheme. Later line segmentation method is applied using probability density function-based text distribution generation. More distribution indicates the existence of text at those locations. Further, to identify the relation of the text to the line is performed using the 2D Gaussian function by computing the distribution in x and y direction. Finally, block computation method is presented for word segmentation. This complete process is depicted in Fig. 3.

![Flowchart of the proposed approach](image)

C. Image thresholding approach

In this section, we briefly discuss the image thresholding method using Niblack’s[39] where a threshold value is calculated by sliding a rectangular window over the grey-level image. This threshold value \( T \) is computed with the help of mean \( m \), standard deviation \( s \) of all considered pixels in the rectangular window, which can be expressed as:

\[
T = k \cdot s + m
\]  

(1)

Where \( k \) is constant whose value varies between 0 to 1. In this phase, the image binarization quality depends on the value of \( k \) and the size of the sliding window. In this work, we have considered the value of \( k \) as 0.2 and the size of sliding window is 25x25. However, the selection of \( k \) and size of sliding window is a tedious task. Hence, we present a novel computational approach to find the sliding window and \( k \) parameters.

According to this approach, first of all, the input image is binarized using a global thresholding method resulting in texture area identification as shown in Fig. 4.

![Typewritten Gurmukhi Documents](image)
D. Skew detection and correction algorithm

In this section, we present a skew detection and correction scheme for Gurmukhi typewritten scanned document images. To achieve this, the gradient histogram algorithm is applied where it is assumed that the gradient orientation is perpendicular to the text line. Once the skew angles are determined, the input image can be rotated according to the identified angle.

Let us consider that input image is given as \( I(x, y) \) and the gradient vector is \([m, n]^T\) at current position \((x, y)\) can be given as \( m = \frac{\partial I(x, y)}{\partial x} \) and \( n = \frac{\partial I(x, y)}{\partial y} \) based on this, the orientation of this gradient vector can be estimated which can be used for finding the angle of text-line with correspond to the gradient. This orientation can be computed as:

\[
\psi = \arctan\left(\frac{n}{m}\right) \tag{2}
\]

Where \( \psi = [-\pi, \pi] \)

At this stage, gradient vector given input can be identified by applying \( N \times N \) Sobel filtering technique. A sample representation of Sobel operator for \( m \) and \( n \) gradient vectors is expressed in Fig. 5.

![Sobel Mask](image)

Fig. 5. Sobel Mask; (a) m vector; (b) n vector.

In any skewed document, a number of points can be identified whose gradient is perpendicular to the text line. Moreover, statistical information is also used for skew angle estimation. Orientation histograms \( h(\psi) \) are calculated using Eq.(2). With the help of this, the orientation of document can be defined as:

\[
\phi = \begin{cases} 
\psi - \frac{\pi}{2}, & \text{if } \psi = [0, \pi] \\
\frac{\pi}{2} - \psi, & \text{if } \psi = [-\pi, -\frac{\pi}{2}]
\end{cases} \tag{3}
\]

Where \( \psi \) denotes the maximum value for the given histogram \( h(\psi) \). After finding the initial skew angle, the optimal value is obtained by refining these initial values with the help of a cubic polynomial function which is generally given as:

\[
y = f(x) = ax^3 + bx^2 + cx + d \tag{4}
\]

Where \( a, b, c \) and \( d \) are the constants which need to identify the specific polynomial value. In our experiment, we have considered the values of \( a, b, c \) and \( d \) as 0.2, 0.45, 0.3 and 0.6 respectively. With the help of rotation angle, the input image can be rotated to achieve the skew corrected image. During this process of rotation, bilinear interpolation is also applied which helps to reduce the noise. This rotation can be obtained as:

\[
\begin{bmatrix}
X_{new} \\
Y_{new}
\end{bmatrix} =
\begin{bmatrix}
X_{center} & Y_{center} & C_x \\
Y_{center} & X_{center} & C_y
\end{bmatrix}
\begin{bmatrix}
Y_{ij} \\
X_{ij}
\end{bmatrix} -
\begin{bmatrix}
C_x \\
C_y
\end{bmatrix} \tag{5}
\]

Where \((C_x, C_y)\) denotes the center point of the rotation and \( y_{ij}, x_{ij} \) denotes the element of rotation matrix.

E. Line segmentation

Line segmentation plays an essential role in any OCR system which can be used further for word zone estimation, alignment, and word segmentation. To perform this task, we have used background and foreground pixel representation scheme which helps to identify the compactness of the lines in the given typewritten scanned document. Initially, we assume that background pixels are denoted by 0 and foreground pixels are denoted by 1 in a binary document image.
Generally, text image segmentation is performed on the binary image in the OCR systems. In any typewritten document, some specific properties exist such as character size and distances between lines, etc. However, this type of pattern can be generated by modeling a probability density function which generates a probability map. This probability map helps to identify that whether the current pixel belongs to the text line or not. Figure 6(a) shows a sample input image and a corresponding probability map is depicted in Figure 6(b). At this stage, black pixels can be considered as a random probability density function which represents the text line distribution based on the pixel information. Continuous and significant values of probability density function denote the probability of the presence of a text line whereas small values denote the gap or margin between consecutive lines or words.

Let us consider that \( I(x,y) \) is given as a converted binary image where \( x = 1, ..., P \) and \( y = 1, ..., Q \). For this given input binary image, we compute a probability density function as \( f_{ext}(x,y) \) in a given two-dimension space with the help of Gaussian kernel, this function estimation can be expressed as:

\[
f(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} a(u, v) I(x - u, y - v) du dv
\]  

(6)

Final, a density analysis of text lines is depicted in Figure 6(c). Peaks and valleys are identified based on the computed probability density function map where peaks(P) represent the text lines and valleys represent the gap between adjacent text lines i.e.

\[PDF_{Map} = \begin{cases} P, \text{ text line} \\ V, \text{ gap between text} \end{cases}\]

To obtain better segmentation performance, we find the text line boundary and it is also considered that adjacent text line regions should not overlap. In this work, we present a novel method for text line boundary identification where initial text line estimation is required which is computed using probability density function. Here, we present a boundary evolution method which can be expressed as:

\[
\frac{\partial l}{\partial t} + \nabla \cdot (\nabla f) = b_k |\nabla f|
\]

(7)

Where \( l \) denotes an implicit function, \( t \) denotes the time and \( \frac{\partial l}{\partial t} \) denotes the variation in the implicit function based on the time. This movement is analyzed based on the boundary curvature as \( b_k \) and \( S_k \) denotes the movement speed in the text line direction. Let us consider that probability density function \( f(x, y) \) follows a reasonable speed as \( G_k \). The speed will increase if the black pixels are large and slower in the text density analysis, (c) Density function estimation gap regions. Let us consider that at \( t \) point of time, \( N \) number of bounding boxes are obtained in a closed region \( S_k(n), n = 1, ..., N \). After \( t + 1 \) iteration, the bounding boxes can be given as: \( G_k^t + 1, n = 1, ..., M \). For each consecutive text line, the bounding boxes are denoted as \( G_k^t \) and \( G_k^{t+1} \). In order to overlap the regions, we present a criteria given as:

\[
L_c(S_k^t) \leq \text{mean}(G_k^t) \leq r_c(G_k^t)
\]

\[
L_c(S_k^{t+1}) \leq \text{mean}(G_k^{t+1}) \leq r_c(G_k^{t+1})
\]

(8)

Where \( L_c \) denotes the left coordinates, \( r_c \) denotes the right coordinates, \( \text{mean}(G_k^t) \) denotes the \( x \) component of center of gravity of \( G_k^t \). Similarly \( r_c(G_k^t) \) and \( L_c(G_k^t) \) are also computed based on the center of gravity. Based on these assumptions boundary of regions \( R \) can be expressed as:

\[
\begin{align*}
\text{top}(R) &= \min \left( \text{bottom}(G_k^t), \text{top}(G_k^t) \right) \\
\text{bottom}(R) &= \max \left( \text{bottom}(G_k^t), \text{top}(G_k^t) \right) \\
L_c(R) &= \max \left( L_c(G_k^t), L_c(G_k^t) \right) \\
r_c(R) &= \min \left( r_c(G_k^t), r_c(G_k^t) \right)
\end{align*}
\]

(9)

This process of boundary line detection is applied to avoid the boundary overlap resulting in appropriate segmentation.

**F. Word Segmentation**
In the phase, the segmented lines are used for the further process of word segmentation. Now, each segmented line is scanned vertically and if two or more consecutive empty pixels are evaluated and this process is repeated until the next empty pixels are found. The text between these empty pixels is considered as a single word. However, Gurmukhi is a cursive script language[40] which causes complexity to identify the empty pixels and scanning noise also may degrade the performance but applied image binarization scheme helps to reduce the unwanted noise and achieves a clear image.

| Step 1: Give input image as $I$ |
| Step 2: line crop using PDF estimation |
| Step 3: do while until the end of line |
| Step 4: find the positions of pixel i.e. total rows and column in the text line as $[f, c] = \text{find}(l)$ |
| Step 5: Crop the identified positions as $\text{Crop} = l(\text{min}(f): \text{max}(f), \text{min}(c): \text{max}(c))$ |
| Step 6: find the total number of columns as $[c] = \text{size}($Crop, 2$)$ |
| Step 7: for $i = 1: C$ |
| Step 8: find the sum of total pixel values $S = \Sigma_{i=1}^{f} \Sigma_{c=1}^{c} l(i)$ |
| Step 9: if $S = 0$ then |

IV. EXPERIMENTAL STUDY

This section deals with the complete experimental study for Gurmukhi typewritten documents. The complete experimental study is carried out using MATLAB simulation tool running on Windows platform with Intel i5 processor. In this work, we have collected Typewritten Gurmukhi script data from the government official organizations. The proposed approach is applied using these datasets. In order to show the robust performance, we have considered 100 documents and evaluated the performance in terms of correct segmentation of text-lines and word. A complete process of the proposed approach is depicted in the below-given Fig. 7. Document processing is shown where (a) Input image, (b) Binarized image, (c) Skew correction, and in Figure 8 show (a) Line and (b) Word segmentation is presented.

FIGURE 7 DOCUMENT PROCESSING; (A) INPUT IMAGE, (B) BINARIZED IMAGE, (C) SKEW DETECTION.

In this experimental analysis, we have considered 100 typewritten scanned documents which are acquired from the Punjab Government Organization. According to the proposed approach, skew correction, binarization, connected component block identification, text density estimation, and probability density functions are computed which helps to perform the line and word segmentation. To compute the performance, we identify the total number of lines and words in the given document and compared the outcome of the proposed segmentation with these measurements. However, these measurements of groundtruth parameters are performed manually. Line and word segmentation performance are depicted in the below-given Fig. 8.
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Similarly, we performed these experimental analyses and measured the performance of line and word segmentation using the proposed approach for typewritten Gurumukhi scanned documents. The performance measurement is carried out by computing the following parameters: (a) Total number of lines segmented (b) Total number of words segmented. Here we present an experimental analysis using the proposed approach and measured the performance by using sample images.

**Table-I** Line segmentation performance comparison

<table>
<thead>
<tr>
<th>Sample image</th>
<th>Number of Lines</th>
<th>Using PPA (Alaei et al., 2011)</th>
<th>Proposed Method</th>
<th>Accuracy using proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>11</td>
<td>13</td>
<td>86.66</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>21</td>
<td>25</td>
<td>86.20</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>16</td>
<td>19</td>
<td>79.16</td>
</tr>
</tbody>
</table>

This study is carried out by considering a different type of scanned document samples. First of all, we evaluate the performance of line segmentation as given in Table I. In this experiment, the first document is considered which contains a smaller number of lines with proper line spacing. This image is processed through the various stages of proposed approach and the outcome is obtained that the proposed approach is able to segment 86.66% lines accurately whereas conventional scheme achieves line segmentation accuracy of 73.33%. The second image contains a higher number of lines but the noisy pixels are removed with the help of pre-processing and binarization method. Later, the proposed approach is applied which shows that the proposed approach achieves line segmentation accuracy as 86.20% and conventional method achieves 82.74% accuracy. For the next sample, a total number of lines identified as 24 where the proposed approach segments the total 19 lines with the accuracy of 79.16% whereas PPA method segments 16 lines with the accuracy of 66.66%. Similarly, we compared the performance of word segmentation and compared with the PPA algorithm.

**Table-II** Word segmentation performance comparison

<table>
<thead>
<tr>
<th>Sample image</th>
<th>Number of Lines</th>
<th>Using PPA (Alaei et al., 2011)</th>
<th>Proposed Method</th>
<th>Accuracy using proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>106</td>
<td>74</td>
<td>91</td>
<td>85.84</td>
</tr>
<tr>
<td>2</td>
<td>165</td>
<td>138</td>
<td>151</td>
<td>91.51</td>
</tr>
<tr>
<td>3</td>
<td>206</td>
<td>168</td>
<td>179</td>
<td>86.89</td>
</tr>
</tbody>
</table>

Next experiment we performed for word segmentation process for the same samples which are considered for the previous experiment and presented a comparative study in terms of correct word segmentation as given in Table II. In this study, sample image 1 is processed where a total number of words are identified as 106 and proposed approach segments 91 words accurately with the accuracy of 85.84 whereas conventional PPA algorithm segments 138 words with the accuracy of 69.81%. For the second sample, 165 words are identified and the proposed approach is able to segment 151 words accurately whereas PPA algorithm segments 138 words with an accuracy of 91.51% and 83.63% respectively. Finally, we evaluate performance for 3rd sample where total words are 206; a proposed approach successfully segments 179 words whereas conventional technique able to segment 168 words with slight over segmentation performance with the accuracy of 86.89% and 81.55% respectively.

Fig. 9 shows experimental results for two case studies whose performance is analyzed with the help of parameters which are discussed before. Performance of the proposed approach is compared with the existing PPA [17] of line and word segmentation is performed.
Fig. 9 Document processing using proposed approach for two test cases; (a, b) input images, (c, d) Line segmentation, (e, f) connected component, (g, h) word segmentation
V. CONCLUSION

In this work, we have presented a novel approach for line and word segmentation using Gurmukhi script for improving the OCR system. The proposed work is carried out using multiple stages such as image pre-processing where skew correction and image thresholding schemes are applied. Later, probability density function-based map generation strategy is applied to identify the text distribution in the document and finally 2D Gaussian model is applied for representing the complete text line. The proposed approach does not use any script-specific knowledge and hence can be implemented for other languages. Experimental study shows that the proposed approach achieves better performance when compared with the state-of-art techniques.
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