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ABSTRACT--- In Malaysia, the students’ academic 

assessment has changed over time as it is now made to be more 

holistic. Predictive models used for educational data in Malaysia 

are still inadequate in giving a true picture of the students’ 

academic performance. The reason behind this is due to the lack 

of research in Malaysian context on predictive models and 

factors affecting students' academic achievement. Therefore, this 

study will conduct a systematic review on the literature, in order 

to identify the predictive methods for students’ academic 

performance in higher education. Through three major bases: 

WoS, Science Direct and IEEE Xplore, an extensive search was 

conducted to find any related articles from 2014 to 2018 that use 

"predict", "forecast", "academic performance", "student" and 

"higher education" keywords in their text. Initially, 195 articles 

were selected to be used in this review. However, through titles 

and abstracts’ filtering and screen processing, only 69 articles 

found to discuss on the predictive model for student's academic 

performance at higher education level. Based on extensive 

reading, the most widely used attributes in the predictive models 

is the academic process. While predictive models can be 

categorized into three, namely classification, cluster and 

regression, there are nine methods used by previous researchers 

in all categories. The most widely used category from previous 

studies was the classification, with 33 articles. This study has 

listed the advantages and disadvantages of each method based on 

the previous studies. This study also has identified the challenges 

and gaps faced by previous researchers in improving the existing 

models in the future. Among the challenges faced by the 

predictive models are the amount of data and assumptions that 

need to be followed before analysis can be made. In the future, 

the predictive models used for students’ academic performance 

should consider the latest assessments’ valuation method based 

on a modern educational system that emphasizes on soft skills, 

interpersonal skills and high-level thinking capabilities. 

Index Terms: Classification, clustering, higher education, 

regression, students’ academic performance. 

I. INTRODUCTION 

Students’ academic performance has become an 

important issue for all levels of education especially in 

higher education levels. Students’ performance has become 

one of the key performance indices in determining the rank 

of an institution as opposed to other institutions that are 

equivalent to it. Hence, the predictive model of students’ 

academic performance has become one of the most popular 
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research topics lately. Producing a good predictive model 

can benefit both students and institutions. Institutions can 

improve the academic quality of students and optimize the 

resources available to help students in completing their 

programs at in allocated time. Additionally, research 

findings identify potential students and provide advice to 

them by recommending remedial actions, so that they can 

better improve their academic performance in the future. 

Currently, there are many methods proposed by 

researchers in various fields in evaluating their students’ 

academic performance. The built model is based on 

statistical and mathematical models that can accurately 

measure the accuracy of the model. Use of algorithms or 

computer routines can help calculate formulas easily and 

quickly. The use of technology can also help store data and 

information in large capacity, thereby producing better 

prediction results as it considers the large number of 

samples approaching the population. Although the 

production of models can be accurate to an extent, it can still 

be improved according to the latest education system 

circulation which has different assessment methods than 

usual. In Malaysia, the assessment methodology of the 

students’ assessment has changed according to the needs of 

today's industry which requires an integrated assessment 

mechanism. This mechanism could provide reports on 

students’ achievement and development that deliberates the 

rise in manners, knowledge, capabilities and high-level 

thinking skills. 

This study will review the current literature on the 

predictive model of students’ academic performance at 

higher education level. In continuing the systematic review 

process, the types of methods and factors used in the 

previous studies were structured for reference purposes, in 

order to achieve the objectives of the study. There are three 

main objectives in this study. First, it is to identify the 

factors or attributes that are considered in the previous 

studies of the predictive model of students’ academic 

performance. Next, it is to identify the predictive model of 

students’ academic performance and identify the advantages 

and disadvantages of those methods. Lastly, to examine the 

challenges and gaps in every model ever used based on 

suggestions from previous researchers as well as current 

issues in the education system especially in Malaysia.  
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II. METHODOLOGY 

The most important keyword covered in this study is 

"prediction models". The factors that contributed to 

students’ performance are academic process, demographic 

and students’ personality. All these factors were further 

explained in the next section. This study also solely looked 

at predictive models for students in higher education. 

A) Article Sources 

A comprehensive review of all articles related to 

prediction models is made through the best and most reliable 

databases such as the Science Direct database, IEEE Xplore 

library and Web of Science (WoS) service. All these 

databases provide access to articles related to science, 

technical, social sciences, arts and humanities. 

B) Article Selection Procedures 

Procedures for selecting relevant studies started with the 

search for appropriate past articles. The procedures 

consisted of two stages, namely scanning and filtration. The 

first stage was isolation for irrelevant and duplicated articles 

through scanning of titles and abstracts. The second stage 

was isolation of the article after reading the complete text of 

the first screened articles. Both levels used the same 

appropriate criteria in selecting predictive models for exam 

performance related articles. 

C) Search 

Extensive search on past studies dated from 2014 to 2018 

has been made through WoS, Science Direct and IEEE 

Xplore search engines. Various keywords were put into their 

search box by using combination of “predict”, “forecast”, 

“academic performance”, “student”, and “higher education” 

keywords. The combinations of keywords varies with the 

use of the OR and AND operator. Fig. 1 shows the number 

of articles that have been screened and selected for this 

study. 

 

 
Fig. 1: Flowchart of sources selection 

 

D) Consideration and Rejection Criteria 

Specific criteria needed to be prepared, in order for the 

search of articles was focused within the scope of the 

desired topics. As mentioned earlier, this study examines 

predictive models for academic performance of students. 
Therefore, the main criteria considered for article selection 

is on the method of study, where it should measure students’ 

performance using mathematical or statistical methods. The 

data that has been used in literary studies consisted of 

simulated data or actual data. However, the target 

respondents are among the students in higher education. 

This study only looked at past studies that examined 

students' performance at higher education levels. Generally, 

learning in higher institution would be the last pit stop 

before entering any employment scenes for the students. It is 

therefore important for universities to produce quality 
graduates in accordance with market expectations. At this 

stage, it is also assumed that students possess high maturity 

level in thinking and being able to control emotion well 

throughout the learning and teaching process. A good 

predictive model of students’ academic performance should 

be able to identify problematic students. Thus, it helps them 

in refining performance through the improvement process in 

the education system. In addition, the general criterion for 

the articles is to use English language as the medium in the 

text. The resource for this study was focused on journals and 

conference articles that reflect recent research and have been 

adopted by other researchers as source of reference. General 
reports, books or chapters in a book were excluded in this 

study. The previous articles in the form of systematic review 

would not be considered as a source for this study. This is 

because the recruitment of referrals from non-original 

sources will result in information being obtained inaccurate 

and biased to some of the methods involved. 

E) Resource Collection Procedure 

All articles obtained from numerous sources were stored in 

one file to facilitate the next process. To encourage filtering 

and screen processing, the use of the Mendeley software was 

required. This software was comprehensive and helped 

researchers in the process of compiling, reading and quoting 

the resources in a single storage space. The downloaded 

articles were exported into the software library. Next, any 

duplicate articles were identified and removed from the 

storage. The selected articles were summarized into a table 

detailing information relating to the title, author name, 

publication year, data type, variables, method, discovery and 

future work. All information was saved in Word file. 

Summary of information is important in identifying 

similarities or differences between previous studies. The gap in 

previous studies should be noted for future research purposes. 

The gap may exist in methods, types of variables and the used 

data. Many researchers agreed that there is no perfect method 

to predict students’ performance in different time and 

circumstances. However, the best method can be determined 

by measuring the difference in estimated value and actual 

value using the appropriate valuation process. Through the 

reading of the variables used by the researchers, it differs 

based on their assumptions declared during the preliminary  
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stage of the study. The amount of data that have been used also 

varied due to limited source. The results of the analysis on the 

wide searching and reading are discussed in detail in the next 

section. 

III. EXTENSIVE SEARCH RESULT 

At the beginning of the search, a total of 195 articles 

dated from 2014 to 2018 were linked to the focus of the 

study (28 articles from WoS, 71 articles from Science Direct 

and 96 articles from IEEE Explore). There are five articles 

that have been duplicated on all three sources and were 

removed from the article list, only one article from the 

duplicate was left behind. Through article titles and 

abstracts, only 96 articles were found to really discuss on 

predictive methods for students’ academic performance. 

Meanwhile, only 69 articles used predictive methods for 

higher education and they are not reviewed articles from 

past studies. All the 69 articles were read extensively to 

identify gaps for improvement purposes. Out of the 69 

articles, 33 (47.83%) articles used classification method in 

predicting the academic performance of students for higher 

education. Whereas, there were 3 (4.35%) articles and 19 

(27.54%) articles used clustering and regression methods, 

respectively. Additionally, 11 (15.93%) articles used both 

classification and regression methods in their study. Only 3 

(4.35%) articles used both clustering and regression 

methods. The definitions and differences in classification, 

clustering and regression methods are described in detail in 

the next section.  

IV. IMPERATIVE ATTRIBUTES CONSIDERED IN 

PREDICTING MODEL 

This section discusses on the key attributes that affect 

students' academic performance. Based on extensive 

reading, these attributes can be categorized into three main 

categories; academic process, demographic and students’ 

personality. The most frequently used attribute in the 

previous study was the academic process where 27 (39.13%) 

articles had used this attribute in their study. The academic 

process consists of the attendance, student learning time, 

learning activities, notes, teaching methods, tests, quizzes, 

lab work, assignments and previous academic performance. 

The attributes categorized as demographics are gender, age, 

race, language of conversation, origin, guardian job, 

guardian educational background and socio-economic. 

Meanwhile, the attributes for students’ personality consist of 

learning methods, motivation, learning attitudes, emotional 

or pressure control skills, decision-making skills, and 

addiction to technology or social media. There are 24 

(34.78%) articles that have attributed the academic and 

demographic processes as their study variables. Next, 15 

(21.74%) articles have incorporated the academic and 

students’ personality processes as research attributes. The 

rest, 3 (4.35%) articles have used all three categories of 

attributes as variables in the predictive model on students’ 

academic performance. However, there is no study that used 

only one category of attributes for the demographic or 

student personality in determining the student's academic 

performance. This is likely because they ought to evaluate 

the extent to which the developed model is able to predict 

the academic performance of the students accurately on the 

final evaluation or average percent grade for the assessed 

semester. Normally, final assessments are evaluated in a 

more objectively written examination. 

V.    PREDICTIVE MODELS USED IN PREVIOUS 

STUDIES & RESULTS 

There are various methods that have been developed and 

used in previous studies to predict students' academic 

performance. It can be grouped into three types, namely 

classification, clustering and regression. Each group has 

various methods that were developed according to their 

respective goals. So, the definition of the methods and 

identification of the advantages and disadvantages will be 

done in this section.  

In general, classification is a method used in identifying 

the categories of groups from new observations in known 

categories’ existing group sets. For example, observation is 

categorized by gender or origin. Based on the reading, there 

are five classification methods used in the previous study, 

which are Bayes Classification (BC), K-Nearest Neighbor 

(KNN), Logistic Regression (LR), Support Vector Machine 

(SVM) and Classification Trees (CT). 

Whereas, clustering is the process of dividing data or 

populations into groups that have almost identical characters 

or patterns but differ between groups. From previous 

studies, among the methods used for clustering are Principal 

Component Analysis (PCA), K-Means Clustering (K-M C), 

and Hierarchical Clustering (HC). 

The definitions of each method, advantages and 

disadvantages for each classification, clustering and 

regression methods are given in the following Table 1. 

 

Table 1: Definition, advantages, disadvantages and references for each methodB 

Methods Definition Advantage Disadvantage References 

BC The Bayesian classification 

(BC) is derived from the 

Bayesian Theorem. Bayesian 

classification is a statistical 

method that can determine 

the class of an observation 

based on the probability 

value. 

Well-fitting over small 

data sets due to low 

variance values. 

Not suitable for correlated data and 

independence assumptions are not 

followed. It always applies to large 

data. 

[1]–[3] 
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KNN K-Nearest Neighbor (KNN) 

is a method that uses simple 

algorithms to store all 

available class information 

and further classify new 

observation data based on 

similarity measurements. 
KNN is a non-parametric 

technique that has been used 

in recognizing patterns and 

statistical estimates. 

The KNN properties that 

use a little code make it 

very easy to understand 

and implement. 

Assumptions about the 

probability of a data are 

not needed in generating 
algorithms. 

 

KNN’s computation is made during 

the test rather than during the training. 

It will be difficult at the time of 

calculation if it involves considerable 

data. 

This method obtains all the 

information from local inputs and 
anomalies. So, it is very sensitive to 

changes to local data. 

[1]–[6] 

LR Logistic regression (LR) is a 

method for estimating 

parameters for logistics 

model. The logistics model 

sees linear combinations 

between dependent and 

independent variables in log-

odds probability values. All 

the variables used only have 
two response options. 

This method uses a 

probabilistic approach 

which satisfies statistical 

characteristics that 

emphasize the 

probability of an event. 

It allows other statistical 

inference methods to be 

applied in this model. 

To use this method all the 

assumptions on the linear regression 

model should be followed. Among 

the difficult assumptions to follow is 

the dependency of variables between 

one another. Disregarding 

assumptions caused the model to be 

less accurate. 

[4]–[8] 

SVM Support Vector Machine 

(SVM) is a classifier that 

adopts the hyperplane 

separation method. By using 

labeled data, optimum 

hyperplane can be generated 

from algorithms that classify 

new categories. 

This method gives a high 

accuracy because it uses 

a good theoretical 

background to the 

estimation and it is 

appropriate for non-

linear data 

The result of this method is quite 

difficult to explain and takes a lot of 

time to estimate the new category as 

the support vector is too large. 

[5], [6], 

[9] 

CT The classification tree (CT) 

can predict the classification 

of dependent variables by 

making measurements 
against dependent variables. 

This method works well 

without the need for 

scaling and can be 

applied to linear and 
non-linear data. 

Excessive fit may occur with little 

data and makes poor decision. 

[1]–[3], 

[6], [10]–

[13] 

PCA Principal component analysis 

(PCA) is a method that 

converts the original variable 

into a small set of linear 

combinations by considering 

the amount of variance in the 

data. It is also known as 

factor analysis. 

This method does not 

require fixed 

assumptions for which 

data can be used on all 

types of data. It is also 

suitable for use with 

large data. 

This method is difficult to use against 

data that has a non-linear 

combination. 

[14] 

K-M C K-means clustering (K-M C) 

is an approach that separates 

data regularly according to 

the K-clause and becomes a 
cluster that does not overlap. 

It is arguably the easiest 

method to divide data. 

This simple method 

allows the results to be 

described easily as 

compared to other 
methods. It is also said to 

be flexible and more 

efficient. 

Through this method the number of 

clusters should be set before analysis 

is done. This means that this method 

does not allow the construction of 
models with the most optimum 

number of clusters based on data 

patterns. 

[15] 

HC Hierarchical clustering (HC) 

is a method of building a 

hierarchy of clusters 

comprising two strategies of 

agglomerative and divisive. 

This method does not 

require the determination 

of the cluster’s number 

before analysis and it is 

easy to implement. 

This method does not allow the 

currently used algorithm to be 

corrected after analysis has been 

made. Sometimes dendrograms 

diagrams could not show clusters 

clearly and correctly. 

[14] 
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RA Regression analysis (RA) is a 

statistical process in 

estimating the relationship 

between dependent variables 

and independent variables. 

Through the regression 

model that has been built, the 
dependent variable can be 

predicted easily using the 

desired independent variable. 

This method is an 

efficient method in 

predictive models that 

can use more than one 

factor variable. The 

result of the analysis is 

also easy to explain. 

This method needs to meet some 

assumptions of the regression model 

before actual analysis can be carried 

out. The estimators for this model are 

very easily influenced by extreme 

data. The production of complex 

models makes it difficult to assess the 
accuracy. 

[4], [14], 

[16]–[29] 

 

This section discusses on the challenges and gaps for 

models that have been used in predicting students’ academic 

performance. Challenges and gaps may occur in the methods 

and attributes that have been used in previous studies. Gaps 

on forecasting models can also occur when there are 

changes in the education system employed by a country. 

The changes that directly affect the model are from a change 

in the nature of the assessment to the students’ academic 

performance. 

Through the systematic review that has been made in this 

study, it is found that the methods most often used by 

previous researchers can be categorized into three, namely 

classification, cluster and regression. However, there are 

recent methods that have incorporated different fields into 

their methods such as data mining as in [13], [30], [31]. 

Data mining is a method that combines methods between 

machine learning, statistics, and database systems to identify 

patterns in large data sets. In data mining method, predictive 

models using classification method have been categorized as 

supervised learning. A supervised learning can be defined as 

learning to teach or train machines to recognize data through 

good labeling. Meanwhile, the prediction by using cluster is 

better known as unsupervised learning in data mining 

approach. Unsupervised learning takes place by training 

machines to recognize unlabeled data but allowing them to 

use algorithms against the data without guidance [32], [33]. 

Challenges faced by each method are generally stated in 

the advantages and disadvantages previous research. 

Predictive results using classification and cluster methods by 

previous researchers only predict students according to the 

predetermined class, not following the performance of the 

individuals involved [34], [35]. Many researchers could not 

distinguish between classification and cluster methods. The 

challenges encountered using regression methods are that 

data must be quantitative, normalized, no extreme data and 

no multicollinearity. Data with extreme values and attributes 

used in relation to one another leads to improper use of 

estimates [36], [37]. The amount of data sampling used in 

the data mining method must be large so that the 

generalization of the population can be created as in [38]–

[41]. In addition, there are problems in obtaining the 

required attributes in the study. Sometimes the data obtained 

can be incomplete. 

VI. CONCLUSION 

The academic performance’s predictive models of students 

can help teachers and students improve their learning and 

teaching process. This study examines the research done by 

previous researchers to find out the methods and attributes 

that were used in their respective studies. The most widely 

used methods of estimating students’ academic performance 

are the classification method, followed by regression method. 

On the other hand, academic processes is always used by 

previous researchers which include attendance, student 

learning time, learning activities, notes, teaching methods, 

tests, quizzes, lab work, assignments and previous academic 

performance. Other than that, the challenges or gaps faced in 

the process of predicting students’ performance takes on the 

methods and attributes used. In addition, current students’ 

performance assessments involving interpersonal skills and 

high-level thinking skills [42] should also be applied in the 

predictive model. In line with the focus of today's researchers 

who are more focused on the study of deep learning methods, 

impending research on predictive model of students’ 

academic performance should consider the changes that occur 

in the current education system that also prioritize the 

achievement of soft skills, interpersonal skills and high-level 

thinking skills. 
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