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Abstract:  Due to fast growth of internet and continuous 

expansion of World Wide Web like digital libraries, online news 

contributes to massive amount of electronic unstructured text 

documents on the web. Although lot traditional techniques are 

available to extract the knowledge from large collection of text 

documents, still to improve precision of the web search retrieval 

and to find most appropriate documents from huge text 

collections proficiently is a big challenge. Clustering techniques 

helps the search engine to retrieve the documents. The proposed 

system overcomes existing problems using bivariate n-gram 

frequent item clustering algorithm by concept of maximum 

frequent set  which maintain the sequence and meaning of 

sentence in order to reduce huge dimension and and frequent item 

sets finds similarity. Then based on maximum document 

occurrence we cluster the documents. Thus our method obtains 

quality of clusters when compared with existing methodologies 

and improves the efficiency. The experiment is shown for sample 

Newsgroup dataset for existing K-Mean and FICMDO (Frequent 

item clustering method based on maximum document 

occurrence) and proved the f-measure is higher for our algorithm. 

Since the f-measure increases, obtains efficient clusters. Hence it 

is faster and efficient big data method which improves the 

performance when compared with vector space model like 

K-Means algorithm. 

 
Keywords : Text documents, frequent item set, Similarity, 

Clustering, Map Reduce. 

I. INTRODUCTION 

This Today we live in the world of big data, handling those massive 

datasets like online news and online digital library is difficult because of its 

unstructured nature, and nowadays everyone uses web search engine to 

retrieve related information by submitting a query with word or phrase, while 

there are millions and billions of web pages, the retrieved pages may or may 

not return the exact pages, To provide the necessary exact result we need to 

increase the precision rate of retrieval. Hence clustering documents have 

been becoming an active re-search topic during the past decade. Many 

clustering techniques were proposed to place best search results using the 

ranking and inverted indexing. Clustering groups similar objects (Jiawei 

Han al., 2012). Nowadays frequent item set based algorithm have been used 

in text clustering enhances efficiency and accuracy of retrieval for 

researchers to extract the meaningful information. The paper is planned into 

different sections where section 2 shows back ground work and recent 

literature. Section 3 includes problem statement and proposed solution 

Section 4 shows implementation and evaluates output of the algorithm. 

Section 5 describes about the explanations of proposed algorithm result 

compared with existing methodologies. Finally, the conclusion is discussed 

in Section 6.  
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II. BACK GROUND AND LITERATURE REVIEW 

Frequent item set is an interesting branch in data mining 

plays main role in mining the frequent pattern or the common 

set of items present in the dataset, defined as those item sets 

must satisfy the minimum support count. The very basic 

existing algorithms are Apriori algorithm and frequent pattern 

growth algorithm. In Apriori algorithm using candidate 

generation, the frequent items are mined at different levels in 

an iterative approach using prior knowledge. Next using 

frequent pattern growth algorithm there is no requirement of 

candidate generation but we need to generate the prefix tree 

and then the tree is traced to mine the patterns. 

(O. Zamir et al., 1998, Hsinchun Chen et.al., 2003) describes 

about mining from web. Categorizing huge documents into 

useful clusters, efficient document clustering algorithms plays 

an important role. Clustering Frequent item based method is 

one of the recent research topic and essential challenge for 

researchers. The various problem like social network 

analysis, bioinformatics, clustering customer behaviours, 

machine learning document clustering, and sentiment 

analysis, news collections, text categorization has been 

analyzed. 

Some of the recent literature surveys includes frequent item 

set based text clustering (K.V.Kanimozhi and M.Venkatesan, 

2015, 2016, M. Steinbach et al., 2000), (Yanjun Li et al.,  

2008) proposed frequent word meaning sequence based 

clustering the text documents. (Congnan Luo et al., 2009) 

proposed text document clustering based on neighbours. 

(Wen Zhang et al., 2010,) implemented Text clustering using 

frequent itemsets. (F.Beil et.al., 2002, B.Fung et.al., 2003) 

used clustering technique based on frequent item. (H.Edith et 

al., 2006) suggested Document clustering based on maximal 

frequent sequences. All these implementation shows that it 

works efficiently for selective datasets with limited scalability 

and not suitable for big data. 

 

Using the Big Data environment few algorithms like 

K-Mean algorithm implemented by (R.C.Saritha and M.Usha 

Rani. 2014) using map-reduce text clustering using vector 

space model. (David C.Anastasiu et al., 2014) suggested 

using big data (Haoyuan Li et al., 2008) proposed a Parallel 

FP-Growth for Query Recommendation‟ (Hongjian Qiu et al., 

2014) implemented a new algorithm using spark and showed 

faster execution than apriori algorithm implemented in map 

reduce framework. 

(Wenhao Wang, Bin Wu, 2011) 

uses k means clustering algorithm 

for comparing Twitter and Chinese 

Maximum Frequent Item Set based Clustering 

Algorithm for Big Text Data 

K. V. Kanimozhi, Rajakumarkrishnan, M.Venkatesan 



 

Maximum Frequent Item Set based Clustering Algorithm for Big text data 

3971 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  
Retrieval Number: B15390982S1119/2019©BEIESP 

DOI: 10.35940/ijrte.B1539.0982S1119 

 

Native Micro blog. (LiHong Xu et al., 2016) uses VSM-Cilin 

method for text similarity in vector space model. (Baoshan 

Sun et al., 2017 and Lei-lei Shi et al., 2017) uses similarity 

methods for discovering user interest on social media data‟s. 

(Chuanping Hu 2014) uses clustering and searching method 

for multimedia data. 

(Guangyou Zhou and Jimmy Xiangji Huang, 2017) proposed 

clustering approach for retrieving questions. Even though 

these algorithms implemented uses map-reduce technique it 

does not reduce the computation cost, due to huge memory 

consumption and also does not maintain the meaning and 

sequence of document sentences hence affects the cluster 

quality. 

III. PROBLEM STATEMENTS AND PROPOSED 

SOLUTION 

The recent problems faced by text clustering method are 

specifically the massive amount of documents and the huge 

volume of text document features. A new clustering 

methodology using map-reduce paradigm is proposed to 

solve the problem. The proposed system is first to decrease 

very large number of document terms through new FICMDO 

method to address the high dimensionality. Then to cluster the 

similar text documents in an efficient way. 

A. Map-Reduce Framework: 

 

Due to unprecedented increase of data generated 

worldwide, conventional techniques are not appropriate to 

extract, store, manage and analyze due to restricted scalability 

and also processes only structured data, since most of the data 

to be analyzed are unstructured in nature, big data map-reduce 

paradigm has gained important interest in recent years. To 

process the large scale web documents the Map-Reduce 

programming has been implemented which does the parallel 

processing at different levels using frequent items based on 

bivariate n-gram method and clustering is done based on 

maximum document occurrence. Thus solves the scalability 

problem and analyze the data in efficient manner. 

 

B. Preprocessing: 

 

This step is implemented using map-reduce coding for text 

documents to optimize algorithm by removing the irrelevant 

words using tokenization and stop words removal. The first 

step is called tokenization which breaks the every sentence of 

text document into individual words. Next step is to remove 

the stop words (a, an, are, at, like ...) which do not posses 

significant information or occurs very often.  

 

C. Proposed Methodology: 

 

Algorithm  

 

Input: Large Text documents are given as a input to Hadoop  

           file system. 

Output: Efficient clusters. 

 

Method: 

 

Step 1: Sentence Break:  All the text documents containing  

                 the paragraph is converted to sentence.  

 

Step 2: Tokenization: By using Map Reduce pass for all  

                 files containing the sentence are converted to key   

                  value pairs. Using mapper the tokenization is   

                  performed to emit the values and iterative count  

              tokens. And the reducer takes the text key and the  

                  iterative values as input from the mapper and  

                  calculates the sum of values as result along with  

                  the key. 

 

Step 3: Stop word Removal: Load the stop words into a  

                  separate file and compare all the document files  

                  containing the tokens with the stop word list, and  

                  those stop words are eliminated. 

 

Step 4:  Finding the Min count: From all the sentence file   

                  tokens in every document calculate the minimum  

                  count using the mapper and  reducer. 

 

Step 5: Item set Generation: The item sets are generated   

                 based on the bivariate ngram algorithm iteratively  

                 from two words to till minimum count and output  

                 all the text with counts. 

 

Step 6: Finding the frequent item set: Mapper tokenizes the  

                 item set generation into the key and values and  

                 reducer iterate all the values and emit the sum as  

                 the maximum occurred frequent items as key and  

                 values. 

 

Step 7: Document Similarity Matrix: From the each list of  

                files the words are compared with the frequent item  

                 list file and emit the output as reduced document  

                 similarity matrix as Item set as key and associated  

                 text document files as values. Then the document   

             occurrence is calculated by taking the matrix  

                 input and emits the document name and the values  

                 as occurrences. 

 

Step 8: Clustering: Maximum occurred text documents is     

                 chosen as centre point and all the associated  

                 documents are clustered  iteratively and output as a   

                 separate file from the closed maximum. 

 

Our proposed algorithm works in parallel manner using 

map reduce approach by taking the large input text documents 

from the local system to hadoop system to produce high 

quality clusters. Initially the proposed algorithm takes the text 

document as input and converts each document into separate 

sentences and then pre-processing steps like stop words are 

removed.  

Then tokenization is applied for all documents and the 

minimum count is obtained. Then for each pre-processed 

document generate the item sets using bivariate n-gram 

mechanism by pairing 

minimum two words for 

generating item set and the 
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pairing is continued till minimum count. 

 

After that the occurrence of each word pair is calculated 

and the model finds out the item set which have occurred 

maximum times from the generated item sets and outputs 

frequent item set. Once frequent items are generated we have 

to calculate similarity between the documents by number of 

item set they have in common and construct document matrix 

as per occurrence by generating the frequent item set and 

corresponding documents. Next step is to calculate document 

occurrence by finding number of times each document occurs 

and select centre point based on maximum document 

occurrence and perform clustering as per centre point and 

output the final set of clusters. 

 

D. Case Study: Clustering the sample Text documents using 

proposed Algorithm. 

 

1. Input Text files: 

 

The input Datasets is 20 Newsgroup data sets, all these 

datasets are changed to original text format and 

pre-processing techniques like tokenization, stop words 

removal are applied. Then it is copied to hadoop file system 

from local file system. 

 

2 Finding the Minimum count: 

 

After counting the number of words in each sentences of 

every document the minimum count is obtained and shown in 

Table1. 

 

Table1: Obtain minimum count by counting the number of 

words. 
Content of document D1 No. of Words 

I am going to office. 5 

Rama killed Ravana 3 

The baby is sleeping 4 

Good evening everyone 3 

 

The minimum count in above table is 3. 

 

3. Item sets generation: 

 

Frequent item sets are obtained by means of bivariate 

n-gram method. Minimum two words are considered for 

obtaining frequent item and „variate‟ because it depends on 

n=2 and n=minimum count the minimum two words are taken 

till it reaches the minimum support count. And n is the number 

of words to be paired together, 

Example: the baby is very cute. 

1st pairing the baby; baby is; is very; very cute 

2nd pairing the baby is; baby is very; is very cute 

3rd pairing the baby is very; baby is very cute 

4th pairing the baby is very cute 

 

Likewise the pairings are done and the item sets are 

obtained, and then number of times each pair occurred is 

calculated for sample two items is shown in Table 2. 

 

 

Table 2: Obtain the occurrence of each item pair. 
Item set Occurrence 

The baby 50 

Eat healthy 55 

Where are 20 

Buy fruits 15 

Hi everyone 45 

Good evening 65 

 

4. Finding the Frequent item sets: 

 The most occurred item sets from the generated item sets 

are selected given in Table 3. 

 

Table 3. Maximum occurred frequent item set from   

                   Table 2. 
Item set Occurrence 

The baby 50 

Eat healthy 55 

Where are 20 

Hi everyone 45 

Good evening 65 

 

5. Calculate similarity as per item set and construct  

         document matrix as per frequent item set occurrence. 

The similarity is computed by the number of frequent item 

set they have similar between two documents. And Table 4 

contains document matrix as per frequent item set.  

 

Table 4. Reduced document similarity matrix obtained   

                     from Table 3. 
Item set Text documents 

The baby 

 

1.txt, 5.txt, 8.txt, 12.txt 

Eat healthy 1.txt, 4.txt, 14.txt, 2.txt, 3.txt 

 

Where are 3.txt, 1.txt, 6.txt, 10.txt 

 

Hi everyone 1.txt, 5.txt, 9.txt, 12.txt 

 

Good Evening 4.txt, 7.txt, 11.txt,13.txt,14.txt 

 

 

6. Calculate document occurrence. 

Once the document matrix is found, the document      

     occurrence is calculated and shown in Table 5. 

 

Table 5.Document occurrence obtained from Table 4. 
Document Occurrence 

1.txt 4 

3.txt 2 

5.txt 2 

4.txt 2 

12.txt 2 

14.txt 2 

2.txt 1 

6.txt 1 

8.txt 1 

7.txt 1 

11.txt 1 

10.txt 1 

9.txt 1 

13.txt 1 

 

 

 

7. Select pivot points based on 
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maximum occurred  

              documents and perform Clustering as per pivot. 

Based on maximum occurred documents the pivot points 

are selected and clustering are obtained and shown in Table 6. 

 

Table 6.Final Clusters obtained from Table 5. 
Cluster Pivot Documents 

1 1.txt 1, 8, 11, 12 

2 3.txt 3, 4, 14 

3 4.txt 4, 9 

IV. EXPERIMENT AND RESULTS ANALYSIS 

The algorithm is implemented using the Map reduce 

paradigm and  performance are estimated on a Ubuntu 

14.04 PC with 4GB RAM and Intel Core i3 processor in 

hadoop 2.6.0 for sample example and the accuracy of 

clustering is shown by comparing the proposed 

algorithm with existing methodologies. 

 

1. Evaluation for Computing Frequent Item Sets 

 

The algorithm is tested for scalability by evaluating 

frequent item sets. Algorithm uses bivariate ngram 

mechanism for calculating frequent 2-pair items. This 

method proves by eliminating infrequent words, whole 

database size decreases dramatically. From the sample 

20_Newsgroup data set containing the 100 documents 

sample has been taken. The bivariate ngram algorithm 

generates 36,996 2-pair item sets and from these item 

sets extracts 293 frequent 2-pair item sets when the 

minimum support is 2. Scalability is tested by 

increasing more datasets, and output is given in Fig.1. 

The proposed approach takes less execution time than 

FP-growth algorithm. It takes more execution time than 

Apriori algorithm for smaller dataset, and for increased 

dataset, our approach takes less time than Apriori. 

Hence Apriori and FP-growth algorithms are not 

suitable for big data and the scalability is shown in 

Fig.2. 

 

Fig. 1 Execution time when compared with our Apriori, FP 

growth and bivariate n-gram method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Execution time of frequent item set in terms of 

increasing Dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Execution time of finding frequent item sets versus 

Minimum Support. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The algorithm is analyzed with different minimum support 

counts for 20_Newsgroup dataset, and the result obtained is 

shown in Fig. 3.  

Whenever minimum support count increases, the 

computation time decreases. Hence the output neatly shows 

the new implemented algorithm is highly scalable. 

 

2. Comparison of our approach with K-means   

     algorithm. 

 

We extract subsets D1, D2 and D3 from the 20Newsgroup 

dataset which contains around 50, 100 and 500 documents 

respectively. Table 7, Table 8 and Table 9 shows the results of 

(Rajesh Malviya and Pranita Jain, 2015) method called 

clustering using K-means and our approach FICMDO for for 

Fig.4 Precision, Fig.5 Recall and Fig.6 F-measure. Since 

f-measure is high it proves better clustering when compared to 

K-means. 

Table 7.  Precision Output 

Dataset 

Precision 

K-Means FICMDO 

D1 0.4646 0.61 

D2 0.4659 0.62 

D3 0.6258 0.68 
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Table 8. Recall Output 

Dataset 

Recall 

K-Means FICMDO 

D1 0.381 0.43 

D2 0.5273 0.48 

D3 0.551 0.54 

 

Table 9. F-Measure Output 

Dataset 

F-Measure 

K-Means FICMDO 

D1 0.4187 0.5 

D2 0.4947 0.54 

D3 0.586 0.62 

 

 
Fig 4: Precision of K-Means and FICMDO Approach 

 
 

 
 

Fig 5: Recall of K-Means and FICMDO Approach 

 
Fig 6: F-measure of K-Means & FICMDO 

Approach 

 

 

V. EXPLANATIONS 

1. Why bivariate n-gram frequent item based 

clustering works better than existing Apriori, frequent 

pattern growth and vector based Approach. 

 

Since clustering is significant technique for information 

retrieval of web documents from world wide web text 

database, there are so many traditional techniques like 

partitioning based clustering, hierarchal based clustering has 

been used and called as vector based approach where all 

documents are considered as collection of words which leads 

to huge dimensionality and does not bother about the 

sequence and meaning of sentence, hence it effects the quality 

of clusters. 

Hence recently frequent item based clustering has been 

used to overcome the problem of vector space model, In 

Apriori method, generation of larger number of candidate sets 

and matching those patterns in whole database leads to 

memory consumption and repeated scan of whole database is 

a major drawback and hence cost is high. 

Next even though frequent pattern growth algorithm do not 

generate candidate item set, generating frequent pattern tree 

for those huge dataset is a problem and mining recursively 

requires more memory usage and takes longer computation 

time. 

A main challenge is whenever minimum support count set 

to low a huge number of item sets are generated. Hence our 

proposed system addresses all above mentioned problem 

using bivariate ngram frequent item clustering algorithm uses 

the concept of maximum frequent set in order to reduce huge 

dimension and maintain the sequence and meaning of 

sentence and as per frequent item set similarity is calculated. 

Then based on the maximum document occurrence we cluster 

the documents. Thus our method obtains quality of clusters 

when compared with existing methodologies and improves 

the efficiency. 

VI. CONCLUSION 

This work tests the result by comparing our proposed 

frequent item based new clustering algorithm based on 

maximum document occurrence for web documents using 

map-reduce paradigm with existing methods like Apriori, 

frequent pattern growth and proves improved result by 

reducing the huge dimension , computation cost and solves 

the scalability problem and also provides quality clusters. The 

experiment is shown for sample Newsgroup dataset for 

existing K-MEAN and FICMDO (frequent item clustering 

method based on maximum document occurrence) and 

proved the f-measure is higher for our algorithm. Since 

f-measure increases, proves the clusters obtained are highly 

efficient. Hence its faster and efficient big data method which 

improves the performance when compared with vector space 

model like k-means algorithm. The future work will include 

the ranking of documents and will be tested for other type of 

web documents and analyzing more details including topics. 
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