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Abstract: Stock market and its prices prediction are considered as one of the challenging task in financial forecasting. In my research, the framework is created based on the support vector regression (SVR) and Monte Carlo method to predict the stock price. The radial basis function (RBF) has high capacity, simpler design, and adopted for kernel function in SVR. The stock price of four companies Microsoft, Facebook, Amazon and Google is used to analyze the efficiency of the proposed method. The different parameters like mean square error (MSE), mean absolute error (MAE) measured to estimate the outcome of the proposed method. The experimental result showed the efficiency of the SVR-Monte Carlo in terms of error value. The MSE for the SVR-Monte Carlo in Google stock obtained as 0.2162 and MAE for the predicted value is 0.0164.
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I. INTRODUCTION

The process of Web Mining is to extract the pattern from the web and it is classified as three types, namely: web structure mining, web usage mining and web content mining [1]. Web usage mining is defined as the extraction of the meaningful user patterns from web server access logs by using data mining techniques [2]. Data mining is a major part of the knowledge discovery in economics, finance, telecommunication, medicine, and various scientific fields. Data mining can discover the hidden information from a large amount of data that are important for identification of crucial relationships, patterns, facts and trends. Data belongs to the various fields are generated in various devices, transactional applications, networks, sensors, and social media [3]. Usually, the data present in the large size and in heterogeneous form. There are different methods available to store and analyze these data, but it doesn’t handle large-volume data [4]. The most common methods in data mining are unable to manage large amount data by the conventional ways. There are various hybrid methods used for handling large amount of data. The goal is to build the data mining method more effective and simpler to handle by the professionals in the business intelligences and data scientists. This allows to develop the convenient model for data mining process by incorporating many methods [5].

Business intelligence (BI) is software that helps in the tactical planning processes of the corporation. Most companies collect the data from their business functions and the BI web mining tool collect that information in time series manner. BI software provides the growth potentials based on the search criteria [6-9]. Business growth of the enterprises majorly based on the customer centric and need to understand the customer’s requirement to succeed. The business community needs the BI to have the expert decision beyond the focusing customer relationship management. The stock market analysis is one of the important process in the BI and there is the need of effective methods for stock market analysis and prediction [10]. In this research, the Support Vector Regression (SVR) and Monte Carlo is used to forecast the stock market value. The SVR-Monte Carlo evaluated one-year data of four companies such as Amazon, Google, FB and Microsoft. The risk factor is measured for the four companies and the performance is investigated. A number of different parameters measured from the output of the SVR-Monte Carlo and this showed the performance of the SVR-Monte Carlo.

The organization of the paper as follows, literature Review is presented in the Section 2, the proposed method is explained in Section 3, and the experimental result is given in Section 4. The conclusion of this paper is made in section 5.

II. LITERATURE REVIEW

Stock Market prediction (SMP) is one of the crucial tasks for financial managers, which in need of the robust prediction. The current research related to the SMP is surveyed in this section.

Xi Zhang, et al. [11] investigated the relationship between various data sources, and developed a multi-source multiple instance mode that combines event, sentiments, as well as the quantitative data into a comprehensive framework. The event extraction and representation model used to capture the news events. This method is capable of analyzing the importance of the data source and considers the crucial data as input and predict interpretable. The optimization technique can be used to increase the effectiveness of the stock prediction.

Nuno Oliveira, et al. [12] presented a model to predict the stock market variables and information extracted from the micro-blog of twitter. The twitter dataset collected from the year of December 2012 to October 2015, contains about 31 million messages related to 3,800 stocks traded in the US market. This method also processed a prediction procedure of four regression methods and rolling window evaluation with a statistical test of predictive accuracy. The traditional sentimental analysis assesses their data based on the micro-blogging sentiment.
The Kalman Filter provided a unique daily sentiment indicator from a twitter and four other sentiment indicators for the analysis. This method outperformed two state-of-art method in sentiment indicator using micro-blogging data. The efficiency of the proposed method is high compared to the state-of-art method in the stock prediction. The stock data along with microblog data can be used to increase the efficiency of the prediction.

Bin Weng, et al. [13] developed a method combining data which is collected from online, with traditional time series and technical analysis for stock that can provide more efficient and intelligent daily trading expect system. The three machine learning methods such as decision tree, Support vector machine and neural networks used for “inference engine”. The case study of AAPL (Apple NASDAQ) stock used to measure the performance of this expert system. This method achieved 85% accuracy in forecasting the next day stock value. The feature selection technique helped to select the relevant feature for the machine learning and minimized the large number of data without loss of information. The different types of data need to incorporate in this method for effective analysis.

Xi Zhang, et al., [14] created a coupled matrix and tensor factorization architecture based on the event extracted from the online news and the users’ sentiments from social media, then used the information for the SMP. This model predicted the multiple correlate stocks simultaneously based on the commonalities and factorized the low rank matrices between tensor and matrices. Various methods utilized to measure the correlation between the stock to deal with the data sparsity issues. A number of features considered for the coupling effects to measure the stock correlation. This method attained the accuracy of 62.5 % and 61.7 %. The efficiency of the proposed methods need to be improved.

Ahmad Kazem, et al., [15] established a forecast model which is based on the chaotic mapping, firefly algorithm and SVR to forecast the stock market price. The chaotic firefly algorithm was used to optimize the hyper parameter of SVR. Then, optimized SVR was used to forecast the SMP. Mostly, the genetic algorithm was applied to optimize the parameter for machine learning in SMP and this method follows the chaos theory and the firefly algorithm to optimize the hyper parameters of SVR. The delay in coordinate embedding method was used to reconstruct the phase space dynamics. The high predictive accuracy was achieved by the structural risk minimization (SRM). The stock market data from the NASDAQ historical quotes namely National Bank shares, Intel and Microsoft daily closed stock price, collected and applied to the optimized SVR data. A chaotic mapping operator helped to increase the search quality of the firefly algorithm in the high dimensional feature space by increasing the quality of the generated population in the initial stage and prevented it from local optima. The error value needs to minimize in the method and parameter optimization is to be improved. The efficiency of the existing method in semantic analysis is low due to the dynamic nature of the information on the web. Therefore, the proposed system analyses the stock prediction using Support Vector Regression and the risk factor is predicted by the Monte Carlo method.

### III. PROPOSED METHOD

The major objective of the BI is to transform the knowledge into the better decision-making process. The stock market forecasting is the important part in the BI and a lot of methods proposed for this analysis. The main objective of this research is to effectively forecast the stock market for better financial planning. The SVR analysis the time series stock data and predict the stock price of the several companies. The Monte Carlo technique is used to forecast the risk factor of the stock and the risk factor is given as input to the SVR. The state-of-art method is compared with the SVR-Monte Carlo method to investigate the efficiency of the proposed method. The real time stock data mined from the web for the specific companies such as Facebook, Google, Microsoft and Amazon to predict the stock. The block diagram of the SVR-Monte Carlo method is shown in the Fig. 1.
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**Fig 1. The block diagram of the SVR-Monte Carlo method**

#### A. Support Vector Regression

Assume the given input a \((x_1,y_1),\ldots,(x_i,y_i)\), where \(x_i \in \mathbb{R}^n, i = 1,2,\ldots\) and \(y_i \in \mathbb{R}\) is the target value each input vector \(x_i\). These patterns are used to train the regression model and predict the feature value. SVR is the non-linear regression method that is applied to identify the best hyperplane value in the high dimensional feature space [15].

The popular technique in SVRs is ε-SVR that finds the hyperplane with a ε-insensitive loss function [15]. The SVR is represented in the Eq. (1).

$$f(x) = w^T \varphi(x) + b$$

(1)

In the equation (1), \(\varphi(x)\) is a nonlinear mapping from the input data to the feature space. Where \(w\) is a vector weight coefficients and bias constant is denoted as \(b\). The \(w\) and \(b\) are calculated by reducing the optimization problem in the Eq. (2).
Minimize $\frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*)$

Subjected to:

\[ y_i - (\langle w, \varphi(x_i) \rangle + b) \leq \xi_i + \xi_i^* \]
\[ (\langle w, \varphi(x_i) \rangle + b) - y_i \leq \xi_i + \xi_i^* \quad (3) \]

In the Eq. (3), the cost constant $C > 0$ determines the trade-off between model training error and complexity, $l$ is the number of training patterns [15]. After considering the Lagrangian and optimality conditions, the model solution in dual representation can be found using the Eq. (4).

\[ f(x) = \sum_{i=1}^{l} (a_i - a_i^*) K(x_i, x) + b \quad (4) \]

The $a_i, a_i^*$ in the Eq. (4) are non-zero Lagrangian multipliers and the solution to the dual problem. The kernel function $K(x_i, x)$ denotes the inner product $\langle \varphi(x_i), \varphi(x) \rangle$. The RBF used in this study as the kernel function due to its simplicity and capabilities.

\[ K(x_i, x_j) = \exp (-\gamma ||x_i - x_j||^2) \quad (5) \]

The $\gamma$ is the kernel width parameter in the Eq. (5) and selected based on its heuristics.

\section*{B. Monte Carlo method}

After the analysis of stock data by the SVR, the risk factor is identified by the Monte Carlo (MC) method. The Monte Carlo is used to numerically approximate an integral using a random sample from the domain of the integrand. Monte Carlo method is especially useful when the integrand is having multiplicative of a known probability density function (PDF) with a finite second moment.

\[ F(\hat{b}) = \int I_A(\hat{b}) f(\hat{b}, \text{cov}(\hat{b})) d\hat{b} \quad (6) \]

$I_A(\hat{b})$ in the Eq. (6) is the indicator function that is defined in the Eq. (7).

\[ I_A(\hat{b}) = \begin{cases} 1 & \text{if } \hat{b} \in A, \\ 0 & \text{if } \hat{b} \notin A \end{cases} \quad (7) \]

And $A = \{\hat{b} \in \mathbb{R}^m : g(\hat{b}) \leq q\}$. The random draws of $\hat{B}$ is represented as $\hat{b}^1, ..., \hat{b}^B$ and then estimate the probability value $\hat{p}$ for the corresponding quantile $q$ for the sample distribution of $g(\hat{b})$ is denoted in the Eq. (8).

\[ \hat{p} = \frac{\sum_{j=1}^{B} I_A(\hat{b}^j)}{B} \quad (8) \]

The above result is guaranteed to converge to a true value according to the law of large numbers. In addition, the Monte Carlo error value is calculated from the Cumulative Density Function (CDF) in the Eq. (9).

\[ SE(\hat{p}) = \sqrt{\sum_{j=1}^{B} \frac{(I_A(\hat{b}^j) - \hat{p})^2}{B(B-1)}} = \frac{\sqrt{\hat{p}(1-\hat{p})}}{B-1} \quad (9) \]

The accuracy of estimate $\hat{p}$ based on the number of simulation extract $B$. The sampling distribution of $g(\hat{b})$ is measured from the Monte Carlo, that finds the $(1 - \alpha)%$ CI from the Monte Carlo samples. The Monte Carlo sampling distribution from $B$ measures $\hat{b}^1, ..., \hat{b}^B$. Then process the random draws $u^i$ from the sampling distribution of $g(\hat{b})$ as follows: $u^i = g(\hat{b}^i)$. The quantiles identifies the $q_L$ and $q_U$ of $u^i$'s related to the lower and upper confidence limit probabilities of $\alpha/2$ and $1 - \alpha/2$ respectively.

\section*{IV. EXPERIMENTAL RESULT}

Stock market forecasting attained much attention in the recent times and many research have been made in stock market forecasting. The efficiency of the SMP needs to be increased for business planning. The objective of the research is to increase the efficiency of the SMP. One year of stock data for four companies such as Amazon, Facebook (FB), Google and Microsoft collected and used to train the SVM-Monte Carlo. The stock data are given as input to the SVR and the Monte Carlo method used to forecast the future stock data. The risk is analyzed for the four companies and error value calculated. The SVM-Monte Carlo was implemented in the tools of python 3.7 and JupyterLab. This method was executed in the operating system of Windows 10 with 8 GB RAM in the Intel i7 processor and 500 GB hard disk.

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{Fig2}
  \caption{Stock Prediction (a) Amazon, (b) FB, (c) Google, and (d) Microsoft}
  \end{figure}

The stock prediction of the four companies such as Amazon, FB, Google and Microsoft is shown in the Fig. 2 (a-d) respectively. The SVR process the data of stock and Monte Carlo predict the stock range of the four companies. The rise and fall of the predicted stock values of four company's predictions are shown in the Fig. 2(a-d).
The RBF model is considered as the kernel function in the SVR to predict the stock. The risk factor is analyzed from the predicted value for the stock values. The predicted value shows the increase in stock of three companies such as Amazon, FB and Google in the time of July. The Microsoft stock value predicted to be rising in high value in the time of September.

![Risk analysis of the four companies](image)

**Fig 3. Risk analysis of the four companies**

The risk value is analyzed from the predicted value and this provides the information when the higher risk to invest in the respective stock. The risk is analyzed for the four companies and shown in the Fig. (3). The risk value is higher for the FB and second higher risk is measured for the Amazon. The Google has lower risk to invest in its stock and Microsoft has the second lowest risk in the stock value.

**Table 1. The parameter measures for the different companies**

<table>
<thead>
<tr>
<th></th>
<th>Google</th>
<th>FB</th>
<th>MSFT</th>
<th>AMZN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean squared error</td>
<td>0.2162</td>
<td>0.2183</td>
<td>0.2141</td>
<td>0.2116</td>
</tr>
<tr>
<td>Root Mean squared error</td>
<td>0.4633</td>
<td>0.4653</td>
<td>0.4691</td>
<td>0.4608</td>
</tr>
<tr>
<td>Mean Absolute error</td>
<td>0.0164</td>
<td>0.0148</td>
<td>0.0161</td>
<td>0.0121</td>
</tr>
</tbody>
</table>

The different parameter such as Mean Square Error (MSE), Root Mean squared error (RMSE), and Mean Absolute error (MAE) measured from the output. The error value calculated for the four company’s stock values. The three different parameters measured for the four company’s SMP performance and shown in the Table 1. The error value obtained as low for the stock prediction. This shows that the SVR-Monte Carlo has lower error value in the stock prediction analysis.

**V. CONCLUSION**

The efficient SMP is in demand among the BI and various studies have been conducted for the SMP. The SMP is the difficult task due to various factors involves in the stock. This research involved in the SMP for one year using SVR and Monte Carlo method. The RBF used as the kernel in the SVR due to its simplicity and capacity and Monte Carlo is used to forecast the stock price. The risk factors are analyzed in this method for the different companies based on the twitter data. The stock data of three companies such as Google, FB, Amazon and Microsoft collected at the time of one year. The different parameters like MSE, MAE and RMSE measured from the outcome of the SVR-Monte Carlo method. The RMSE value of the proposed method in the Google stock prediction is 0.4633. The future work will be involved in using the different types of data, including the twitter feed of the stock to increase the performance of the stock prediction.
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