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Abstract: One of the most precarious diseases is lung cancer. 

Lung cancer detection is one of the main challenging dilemma 

nowadays. Most of the cancer cells are overlies with each other. It 

is tough to detect the cell but also important to identify the 

existence of cancer cells in the early stage unless unable to 

prevent. According to 2018 reports, 17 million new lung cancer 

cases are identified worldwide. The Computer Tomography can be 

used for diagnosis of cancer with image processing. In this 

research, we proposed two steps of process for diagnosing the 

presence of cancer either benign or malignant. In the first step, 

features are extracted by using GLCM. In the second step, the 

lung cancer cells are classified either benign or malignant by 

using Nearest Neighbour classifier. Experimental results 

demonstrated that the proposed approach performance is 98.76% 

classification accuracy for diagnosing the lung cancer data.  

 

Index Terms: Lung Cancer, Computer Tomography, GLCM 

features, NN- Classifier. 

I. INTRODUCTION 

  Lung cancer is also known as lung carcinoma. It is the 

most serious health problem worldwide. There is significant 

proof showing that the early detection of lung cancer will 

decrease mortality rate [24]. Lung cancer is cause due to 

uncontrolled growth of abnormal cells in one or both of the 

lungs. It is compulsory to treat this to avoid spreading its 

enlargement by metastasis to other parts of the body. Early 

finding of lung cancer is done by using many image 

processing techniques such as Sputum Cytology, Chest X-ray, 

Computed Tomography (CT) and Magnetic Resonance 

Imaging (MRI). But, most of these techniques are costly and 

time consuming. Hence, there is a great need of a new 

technology to diagnose the lung cancer in its early stages. 

Image processing method provides an excellent tool for 

cultivating the manual analysis. There are two classes of 

tumor (i) non-cancerous tumor (benign) and (ii) cancerous 

tumor (malignant). 

One of the image processing tool is by using MATLAB. 

The input image is taken in Jpeg format. Pre-processing and 

segmentation are done thoroughly to segment the cancer 

affected parts. Classification is done to classify whether the 

image is normal or abnormal. NN classifier compares the 

given image with the database images; the tumor is identified 

by taking in count all the pixels. The feature extraction is a 
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main process in recognition applications and classifications. 

Normally several texture based feature extraction 

classifications are used such as GLCM, LBP and SLBP.  

Remainder of the paper is organized as follows. Section II 

summarized a literature review of the existing work for lung 

cancer. Section III focused on proposed methodology and 

implementation. Section IV describes the experimental 

results and performance measures of the proposed NN 

algorithm with existing classifiers. Section V discussed about 

applications of proposed research. The conclusion and a brief 

discussion of opportunities for future work are presented in 

Section VI. 

II. RELATED WORK 

A number of authors has developed and implemented 

diagnosing of the lung cancer by using various methods and 

algorithms of machine learning and image processing. 

Aggarwal et al [25] proposed a model that gives normal lung 

anatomy structure and nodules classification. Their model 

extracts statistical, geometrical and gray level characteristics. 

Linear discriminant analysis is used as classifier and minimal 

thresholding for segmentation. Observations show 84%, 

97.14% and 53.33% accuracy, sensitivity and specificity.  

Jin et. al [21] have implemented a convolution neural 

network as classifier using CAD system to detect the lung 

cancer. Their experimental results proved that accuracy of 

84.6%, sensitivity of 82.5% and sensitivity of 86.7%. The 

main advantage of the proposed model is that it uses circular 

filter in Region of interest (ROI) extraction phase which can 

shrink the cost of training and recognition steps.  

Sangamithraa and Govindaraju [20] have implemented a 

k-mean learning algorithm for clustering. During clustering, 

dataset are grouped according to certain characteristics. 

During classification this model implements back 

propagation network. To improve the accuracy, author used a 

median filter for image pre-processing to detect and remove 

noise.  

Janee Alam et. al [2]  have developed a automated system 

to detect the presence of cancer using Support Vector 

Machine (SVM) classifier. Their experimental result showed 

that SVM classifier achieved a classification accuracy of 

95% for diagnosis of lung cancer. 

Moffy Vas and Amita Desai [1] have implemented a 

methodology to remove the noise by median filter and then 

classify the cancer data into benign or malignant using feed 

forward artificial neural network classification. ANN 

classifier achieved a classification accuracy of 92%  based on 

their experimental results for diagnosing the lung cancer data. 

Kumar et. al [3] have developed a CAD system for 

detecting lung cancer.  
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They used a wavelet transform for pre processing and 

fragmentation. Their experimental results proved that, 

proposed algorithm achieved a classification accuracy of 

86% for detecting lung cancer. 

Joel George and Anitha Jeba Kumari [4] have proposed a 

algorithm for pre-processing that uses thresholding and 

histogram equalization. They used a K-means algorithm for 

clustering the dataset into number of clusters. Also applied a 

PSO method. This is used to measure PSNR and MSE [5]. 

Vesna Zeljkovic, and Milena Bojic [6] have developed a 

algorithm to find the abnormalities from radiography images 

by using similarity co-efficient. Rabia Almamlook [22] used 

Random Forest Based Decision tree algorithms to predict 

lung cancer with 85% accuracy. 

  From this survey, no one differentiate the affected part of 

lung from the original CT scans. Our proposed algorithm 

successfully reported the cancer affected region.  

III. METHODOLOGY AND IMPLEMENTATION 

Pre-processing is an improvement of the image data that 

suppresses unwanted distortions or enhances some image 

features for further processing. It is needed to minimizing the 

distortion effects identified as light fluctuation in imaging 

device, to  remove  blueness  and  in the  same time 

pre-processing is required to remove unwanted areas from 

the images and some time it is used for enhancing the image 

features like lines, boundaries and textures of image so that 

we can easily divide the contents of images in two parts, 

wanted and un-wanted contents of image. 

For removing noise from the image, many researchers use 

different filtering techniques which depend on type of noise.  

In medical imaging all types of filtering techniques may be 

used depending on noise present in image [1]. Details are 

given below: 

(a) Gaussian Noise: Outside the Normal distribution 

values, usually we cannot see in the image. 

(b) Salt and Paper Noise:  Tiny white and black points 

randomly appear in the image. 

(c) Poisson Noise:  In Poisson distribution, mean and 

variance are equal. Noise is present due to Non-linear 

response of image detectors and recorders. 

(d) Impulse Noise: Usually it appears in the result of 

electromagnetic interference, scratches on the recorded disks  

(e) Speckle Noise: Appearance of waves which are found 

in many microscopic diffused reflections which create 

hurdles to understand the image components. This noise  

follow Gamma distribution found in ultrasound, CT scan and 

SAR (Synthetic Aperture Radar)images. De-Noising 

techniques categorized in two parts [2-3]. 

(i) Spatial Domain Filtering 

(a) Linear Filter i.e. Wiener Filter or Mean Filter 

(b) Non-Linear Filter i.e. Median Filter 

(ii) Transform Domain Filtering i.e. Wavelet Transform.  

 

The proposed work flow of execution is depicted in Fig. 1. 

Different phases are as follows: 

A. Data collection 

B. Pre-processing 

C. Segmentation 

D. Feature Extraction 

E. Classification 

 
Fig.1. Flow of Execution  

 

A. Data collection: 

The input image is collected from kaggle.com website. 

During classification images are classified into normal or 

abnormal images which are showing in Fig. 2. 

 

 

    
 

           Fig.2. (a) Normal                 (b) Abnormal 

 

B. Pre-processing: 

In preprocessing, input images are taken in jpeg format. It 

is resized and then converted from RGB to grayscale. The salt 

and pepper noise from the images are identified by using 

preprocessing step. Then noises are removed by using 

median filter which is shown in Fig.3. 

C. Segmentation: 

During segmentation we performed following major steps: 

 (1) The image is converted into binary image by 

 Thresholding.  

 (2) Complementing the image.  

 (3)Images are masked to fill the holes by super imposing 

 with the original image.  

 (4)Images are segmented with many angles.  

 The process of segmentation is shown in Fig.4. 
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Fig.3. Pre-processing 

 

 

 
 

Fig.4. Segmentation 

 

D. Feature Extraction: 

The GLCM features are extracted using below mentioned 

equations. The images will be converted into Gray level 

matrix.  

 

The p(i,j) represents the pixel values. 

 

Energy=∑i∑j p(i,j)
2   

             (1) 

 

Energy indicates the similarity level.  

Correlation=                                        (2) 

 

Correlation shows the linear dependency of the gray 

intensity values in the gray level co-occurrence matrix. 

Variance=                (3) 

 

Variance measures the spread of intensity values of GLCM 

pixels about mean. 

 

Entropy=                    (4) 

 

Contrast=                                        (5) 

 

Contrast measures the intensity variations in the current 

pixel and its neighboring pixel. 

 

The features are all considered together for the 

classification. In Fig. 5 shows the features for the ten 

samples. 
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Fig.5. Features 

 

 

E. Classification: 

 

The fuzzy neural network model is used for classification. 

Fuzzy system is a learning machine that finds the parameters 

by exploiting approximation techniques from neural network. 

Initially the original dataset is trained using the features, then 

cross checked for the given input image and classifies it as 

normal or abnormal which is shown in the Fig. 6.  

 
Fig.6. Classification 
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IV. EXPERIMENTAL RESULTS  

The experimental results of diagnosing the lung cancer 

image dataset have been evaluated and analyzed using NN 

classifier with DWT segmentation for classification. Metrics 

used for evaluating the performance of the model are: 

• Accuracy 

• Sensitivity 

• Training Time 

• Recognition Time 

 

The same dataset is run on the SVM and random forest 

classifier. The proposed algorithm achieved a classification 

accuracy of 98% where the SVM classifier achieved 95% and 

random forest achieved 94.2%. The following table 1 

presents lung cancer diagnosis performance evaluation. 

 

  Table 1. Performance evaluation 

 

V. APPLICATIONS 

 Proposed methodology is widely used in many medical 

areas for early diagnosis of cancer. So the accurate 

treatment will be provided to the patient with benign or 

malignant. 

 This proposed image processing technique can also be 

used to diagnose other cancer such as breast cancer and 

tumor with benign or malignant.  

Table 2 shows different applications of existing algorithms. 

VI.  CONCLUSION AND FUTURE WORK 

The current preeminent model has no satisfactory result of 

accuracy and does not classify degree of cancer of detected 

nodules. Therefore we presented a new approach to diagnose 

lung cancer. Using the proposed approach the cancerous 

nodule from the lung CT scan image is detected. In this paper, 

removal of noise by using median filter and segmenting 

which gives the efficient results is achieved. The NN 

classification is also proved that it is better than the classifiers 

SVM and random forest. This can be still improved using the 

various combinations of feature selection and classification 

techniques for determination of relevant subset of features. 

 

 

 

 

Table 2. Different applications of existing algorithms 

 

 

 

 

 

 

 

 NN 

Classifier 

SVM 

Classifier 

Random 

Forest  

Classifier 

% Correctly 

Classified Instances 

98.76 95.00 94.21 

% incorrectly 

classified instances 

1.234 8.163 7.122 

Total Training Time 8.6851 146.86 162.71 

Total Recognition 

Time 

0.468 0.284 0.356 

Techniques Applications 

Gabor Filter Optical character recognition 

Image Processing and 
Classification 

Remove Gaussian white noise 

Weiner Filter Noise reduction,Signal detection. 

Layer Separation Used to separate layer of image 

Gray scale Image Used to convert color in gray 

Enhancement Used to sharpen the image 

Gabor filter Feature extraction 

Gabor Filters, Discrete 
Wavelet Transform 
and Auto 
Enhancement 

Algorithm 

Identify Cancerous Cells 

Fast Fourier 
Transform 

Image reconstruction 

Sparsity-based image 
modeling 

Image Layer Separation 

 

Edge detection-based 
methods 

Lane edge detection 

Canny algorithm 

 

Matching 
Local matching 

3D Elastic matching 

Classification Cellular dependency 

Support Vector 
Machine, Fuzzy 
C-Mean, Conventional 
Neural 

Networkand 
Computer Aided 
Design 

Segmentation 

Wiener filter Image Restoration 

Gray conversion Histogram equalization 

Image segmentation Labeling 

Thresholding 
Deep learning algorithms and convolutional 
networks 

 

Region-based 

segmentation 

Region growing 

Region splitting and merging 

Clustering techniques Seed Point Selection Algorithm 

 

Morphological 

segmentation 

Watershed algorithm 

Cell nuclei 

Weibull multiplicative 

model 

Image Segmentation 

 

Marker-controller 
segmentation 

Magnetic Resonance Imaging 

Watershed 

Classification Support Vector Machine 

Classification 
Supervised and Unsupervsed Tumor 
Characterization 

Classification Multi-label Classification 
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