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Abstract—With the growth of societal news on the web, public 

opinions are given major importance in decision-making. 

Researchers of text-based mining have made number of 

evaluations and were diversified using different data mining 

methods so as to make the conclusions positive, negative and 

neutral. So, opinions of people are considered to mine the social 

information as people give superfluous interest to the reports.   In 

this paper the newspaper data set is considered to find the opinion 

mining to evaluate the sentiment. Sentiment Analysis is used to 

compute the opinions of people before they judge on a particular 

issue. Machine Learning is one of the important approaches for 

analysis of sentiments. Different methods like Naïve Bayes, SVM, 

Maximum entropy and SLDA are used for classifying the 

sentiments. Predictions based on precision, f-measure, recall are 

done to determine which method best suits the classification. 

 

Keywords— Opinion, Sentiment Analysis, Machine Learning, 

Naive Bayes, SVM, Maximum Entropy, SLDA, Prediction, 

Precision, Recall, F-Measure  

I. INTRODUCTION 

Online journalism in India is a competing field as there are 

many opportunities created online for newspapers. The 

chance of strengthening the newspaper industry survival is 

increasing day by day and also with the help of relationship 

with advertisers. The movement away from the printing 

process can also help decrease costs. 

The usage of social media is increased with the rise in 

population. As a responsibility it is necessary for people to 

know what is happening in and around the world. People pay 

more attention to opinions rather than to their preferences. 

The imperative understanding of opinion mining is constantly 

about the data gathering conduct of what other individuals 

think. 

Sentiment analysis is tied in with social opinions and 

knowing how individuals respond to a specific situation. The 

past work of sentiment analysis was done on effectiveness of 

market and performance of stock price. Or maybe this work is 

for the most part focused on numerical highlights which don‟t 

compare specifically with gathering of information in regards 

to the articles that are irrelevant in classification of sentiment. 

To track the temper of people in general about a particular 

issue or an item, the normal preparing system that is utilized is 

the Sentiment investigation. The sentiments about the item 

made in the discussion posts, remarks, visits, tweets and so on 

were gathered and analysed for examination. The supposition 

mining is likewise called as assumption investigation. 
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Assessment investigation can be useful from multiple points 

of view. In this paper, the attention is on the sentiment 

analysis of openly accessible news reports to give 

investigation to the general public. 

II.  EXISTING SYSTEM 

An Kim and Hovy[1] assess the estimation of a opinion 

holder (entity) utilizing WordNet to create arrangements of 

positive and negative words by growing seed records. They 

expect that equivalent words (antonyms) of a word have the 

same (inverse) extremity. The level of a word‟s equivalent 

words having a place with arrangements of either extremity 

was utilized as a proportion of its extremity quality, while 

those underneaths an edge was esteemed nonpartisan or 

equivocal [9][10][11]. 

M. Taboada, J. Brooke, M. Tofiloski, K. Voll, and 

M.Stede [2] presented a lexicon-based sentiment classifica- 

tion. In this classification they utilized lexicons of positive or 

negative spellbound words. A semantic orientation calculator 

(SO-CAL) was built in light of these lexicons by fusing 

intensifiers and refutation words. This approach has been 

appeared to have 59.6% to76.4% precision on 1900 reports of 

motion picture audit data set. 

R. McDonald, K. Hannan, T. Neylon, M. Wells, and 

J.Reynar [3] developed a model for sentiment analysis at 

different levels of granularity at the same time. They use 

graphical models in which a document level assessment is 

associated with a couple of entry level inclinations, and each 

area level assumption is associated with a couple of sentences 

level slants. They apply the Viterbi count to construe the 

finish of each substance unit, constrained to ensure that the 

segment and report parts of the imprints a genuine way a 

comparative where they address a comparative entry/record. 

They report 62.6% precision at requesting sentences when the 

presentation of the record isn‟t given, and 82.8% exactness at 

ordering documents. The inconvenience of this computation 

is that it prompts genuine over fitting. 

Two mind-set following instruments, Opinion Finder and 

Google Profile of Mood States, were utilized to ex- amine the 

content substance of day by day Twitter (Bollen et al., 2011) 

[4]. The previous estimates the positive and negative 

temperament. The last estimates the mind-set as far as six 

measurements (Calm, Alert, Sure, Vital, Kind, and Happy). 

They utilized the Self Organizing Fuzzy Neural Network 

model to anticipate DJIA esteems. The outcomes 

demonstrated 86.7% course precision (up or down) and 

1.79% Mean Absolute Percentage Error. Despite the fact that 

they accomplished the high exactness, there were just 15 

exchange dates (from December 1 to 19, 2008) in their test set. 

With such a brief period, it 

probably won‟t be adequate to 

finish up the viability of their 

technique. 
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A keyword-based algorithm was proposed to distinguish 

the assessment of tweets as positive, neutral and neg- ative for 

stock expectation (Bing Liu and Lei Zhang. 2012) [5]. Their 

model accomplished around 75% exactness. Nonetheless, 

their trial was short, from 8th to 26th in September 2012, 

containing just 14 exchange dates. 

Constant Dirichlet Process Mixture (cDPM) show was 

utilized to take in the everyday subject arrangement of Twitter 

messages to anticipate the share trading system [6]. A 

sentiment time series was manufactured in light of these 

themes. Be that as it may, the day and age of their entire data 

set is fairly short, just three months. 

In addition to the opinion words that are in general, the 

topic models that considers a set of opinion words  that are 

aspect specific are proposed [7][8]. A hybrid model which 

uses Maximum entropy & LDA can discover the set of aspects 

and opinion words that are generally specific to an aspect for a 

restraint review data set (Zhao  et al., 2010) [7]. The models 

CFACTS-R, FACTS-R, FACTS,  CFACTS  are proposed for 

analysis of sentiment for a product review data set (Lakkaraju 

et al., 2011) [8]. Major drawbacks of the above methods are 

that for a corresponding topic only a single opinion word 

distribution is considered. These methods make it difficult to 

know the sentiment (negative/ positive) articulated by the 

opinion words wrt particular topic. 

Proposed System The current work has inspected the 

model‟s capacity to foresee stock market developments in 

light of assessment from a given day. The past work has 

additionally broken down the connection between the present 

stock return and positive or negative groupings of tomorrow‟s 

news articles, under the presumption that news articles posted 

the following day morning are ordinarily about occasions that 

happened today. The need of proposed work is to break down 

any sort of online news utilizing different kinds of scientific 

strategies and to pick which techniques gathering the best. 

From this the client can without much of a stretch comprehend 

the sentiment or opinions for a specific kind of news. 

III. PROPOSED SYSTEM 

Opinion mining (now and then known as Sentiment 

Assessment or Emotion Artificial Intelligence) alludes to   the 

utilization of natural language processing (NLP), analysis of 

text, computational semantics and biometrics to efficiently 

recognize, extricate, evaluate, ponder effective states and 

emotional data. This paper proposes an approach which can 

be extended to several sentiment analysis problems. The idea 

of this approach is that emotion examination calculations can 

perform better when the information, which are prepared, deal 

with a less wide category of topicPaper Submission Criteria 

The above figure represents the proposed system architecture. 

The entire system is implemented in three phases where phase 

I deals with the steps of pre-processing which produces a set 

of lexicons, phase II deals with topic extraction, and phase III 

handles the steps of sentiment analysis based on topic. The 

steps of proposed system are described below: 

1. Split the news data into sentences and make a Bag of 

Sentences (BoS). 

2. Process of segmentation/ tokenization is applied on Bag 

of Sentences which produces a set of “tokens” (Bag of 

Words). 

3.   After the segmentation and applying the steps of 

pre-processing like lemmatization, stop word removal, 

stemming, slang word removal a final set of lexicons are 

obtained on which topic extraction. 

4.   An LDA is model is applied on the pre-processed data 

which is used to acquire a probability-based word 

matrix and document- topic matrix which is utilized for 

topic summarization and obtaining the sentiment 

analysis for each individual topic. 

5.    A comprehensive dictionary (feature vector) of each 

important feature in the sentence is formed and 

classification is done using machine learning and 

lexicon-based approaches. 

6.   With use of this a polarity of each contextual feature in 

the news data and polarity of each news group is 

categorized as positive, negative. 

 

Fig 1: Architecture of Proposed System 

A. Data Collection and Categorization  

The data set utilized in this paper is a Usenet Newsgroup 

data set which is a gathering of roughly 20,000 newsgroup 

reports, divided (about) equally crosswise over 20 distinctive 

newsgroups. The Usenet bulletin board in this data set that 

incorporate newsgroups for themes like governmental issues, 

religion, automobiles, games, and cryptography, and offer a 

rich arrangement of content composed by numerous clients. 

B. Pre-processing 

The objective behind pre-processing is to represent to each 

record in the document as feature vector/tokens, to isolate the 

content into singular words which decides the quality of the 

next stage, the classification stage and it is done utilizing the 

following steps. 

1) Sentence Parsing: Sentence parsing utilizes the whole 

textual input information and partition it into set of 

sentences based on a period at end of each sentence. 

2) Tokenization: Tokenization partitions the whole set of 

obtained sentences into smaller units called 

"Tokens" isolated by spaces. 

3) Stemming: Stemming is a procedure to expel the 

prefixes, additions from a word and change it to its 

base form. 

4) Stop Word Removal: The idea is essentially expelling 

the words that happen generally over every one of 

the documents. When all is said in done, articles and 

pronouns are generally named stop words. 

5) Lemmatization: Lemmatization is the algorithmic 

procedure of deciding the lemma for a given word 

that is by one means or another like stemming, as it 

maps a few words into one normal root. 

6) Slang Word Removal: The 

majority of information 

includes larger part of 
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slang words which are to be changed into standard 

words to make free content. 

C. Topic Extraction 

Term Frequency – Inverse Document Frequency (TF-IDF) 

is the most ordinarily utilized method in Natural Language 

Processing (NLP) which is utilized to sift through the high 

recurrence words that don't contain profitable data while 

stressing critical low recurrence words. Topic Modelling is an 

unsupervised approach utilized for finding and watching the 

group of words (called "topics") in expansive bunches of 

texts. 

Blei et al. developed the Latent Dirichlet Allocation (LDA) 

model, a generative probabilistic model, to gather discrete 

content information. The LDA show is a three-level (archives 

subject‟s words) various levelled Bayesian model which 

alludes to the examination to draw inferences from unlabelled 

datasets and generally used to remove the idle point data from 

huge set of documents. LDA model‟s “D” is generated 

according to the following process: 

1) Choose a multinomial distribution “φ” for a topic “t” 

from a Dirichlet distribution with parameter β. 

2) Choose a multinomial distribution “θ” for a document 

“d” from a Dirichlet distribution with parameter α. 

3) For a word “wn” in document “d”, 

 “zn” is selected from“θd”.  

 “wn” is selected from “φzn”. 

 In LDA, the latent topics are created with the use of 

vocabulary generated from the accumulated documents. 

Documents obviously contain a blend of topics, where 

probability distribution over a group of terms is treated as a 

subject. Each document is then observed as a probability 

distribution over the group of topics. Assume the data as 

originating from a generative process that is characterized by 

the probability distribution over what is watched and what is 

covered up 

Topic based sentiment analysis 

The document-topic matrix, another yield of LDA (Latent 

Dirichlet Allocation), speaks to the co-occurrence likelihood 

of a document and a latent subject. For the extremity and 

classification of emotion, dole out the documents that are 

centred around a couple of topics to the particular topics as 

per an edge esteem, which is reliant on the dissemination of 

document topic probabilities. 

1) Sentiments Lexicon Dataset: In the sentiment‟s 

dataset, a wide variety of lexicon data sets are 

available out of which the below mentioned three are 

broadly used. 

 AFINN from Finn Arup Nielsen,  

 bing from Bing Liu and associates, and  

 nrc from Saif Mohammad and Peter Turney.  

All the above-mentioned lexicons are basically unigrams 

(single words) and are a huge collection of variety of words in 

English. Each of these words can be assigned with a score to 

obtain the negative/positive notion which expresses the 

feelings like bitterness, happiness, outrage and so forth. For 

topic i, the negative ratio is obtained as a ratio of negative 

sentiments in the total sentiment. 

 

            (1) 

The ratio of emotion is obtained as the proportion of 

sentiments to the total proportion for a particular topic “i” and 

emotion “j”. 

                                   (2) 

2) N-Gram Analysis: The Usenet dataset is a much larger 

corpus of more modern text, so a bigram approach is 

used in order to determine this feature. Bigram or 

digram is an arrangement of two adjoining 

components from a series of tokens, which are 

ordinarily words, syllables or letters. A bigram is a n 

gram for n=2. The frequency distribution of each 

bigram in a string is normally utilized for 

straightforward statistical analysis of content in 

numerous applications, incorporating into speech 

recognition, cryptography, and computational 

semantics. Bigrams help provide the conditional 

probability of a token given the preceding token, 

when the relation of the conditional probability is 

applied. 

 

                          (3) 

 

The probability for a particular token Wn wrt to token 

preceding it Wn-1 is equivalent to its bigram probability /   

tokens co-occurrence P(Wn |Wn-1 ) which is divided by the 

probability of token preceding it P(Wn-1). 

A. Machine Learning Algorithms 

Symbolic approaches and machine learning techniques 

are two main methodologies in sentiment analysis. The 

approaches in which manually generated lexicons and rules 

are referred to as “Symbolic approaches”. In this paper, 

techniques of machine learning are being used. 

1) Naïve Bayes Algorithm: In classification of data a 

machine learning technique, Naive Bayes technique [11] is 

one of the best methods. For classification of data a 

“Multinomial Naive Bayes Technique” is used where “d” 

denotes a news data, “c*” denotes a class which is assigned to 

data “d”, where 

            (4) 

 

 

 

In the above used equation, the terms “f” represents a 

feature, “ni(d)” represents feature count, “d” represents the 

data, features count is denoted by “m”. “P(c)” and “P(f|c)” 

represents the maximum likelihood estimates. 

2) Maximum Entropy: Maximum Entropy for a text 

classification is implemented by word counts as 

features [9][11]. 

 

                                                     (5) 

the where “N(d,w)” represents the count of total number of 

times the word “w” occurs in a document “d” and “N(d)” 

represents the count of total number of words in “d”. 

Maximum entropy uses the concept of bigrams and the 

features are added easily by maximum entropy without the 

concept of feature overlapping 
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1) Support Vector Machine: SVM considered as one of 

the most significant classification techniques where 

a set of vectors is taken as an input data with size “m”. 

Availability of a feature is represented as each entry 

in the vector. Each feature is formed by single word 

in the data for a unigram feature extractor. The value 

is assigned as “1” with the presence of feature, and in 

its absence the value is assigned as “0”. Overall 

processing speeds up as the presence of feature is 

used and there is no necessity to scale up the input 

data. 

SLDA [Sentiment Latent Dirichlet Allocation]: SLDA for 

topic inference [8] neglects the positions of individual words. 

It specifies that all the sentences formed from the group of 

words are stipulated from a particular topic. The generative 

process for SLDA is as follows. 

1. For an aspect “z”, generate a word distribution as 

“φz∼ Dirichlet(β)” 

2. For each aspect, for a review “d” 

a. Generate the review‟s aspect distribution “θd∼ 

Dirichlet(α)” 

b. For a particular sentence 

i. Choose an aspect z ∼ Multinomial(θd)  

ii. Generate words w ∼ Multinomial(φz) 

D. Performance Analysis 

Sentiment Analysis techniques can be analysed by using 

techniques for accuracy calculation i.e., by calculating 

F-measure, recall, precision along with analysing the time 

taken for the execution of opinion mining techniques. 

1) Precision: It is the count of significant documents 

recovered divided by the total count of recovered 

documents. 

2) Recall: Recall is defined as the count of significant 

documents recovered divided by the total count of significant 

documents. 

Suppose P= Count of retrieved relevant records.  

Q= Count of relevant records not retrieved 

R= Count of retrieved irrelevant. 

 

                              (6) 

 

                                     (7) 

3) F-measure: The F-measure (F-score / F1-score) is a 

degree of accuracy and is characterized as the harmonic 

weighted mean of the test accuracy and recall. 

                           (8) 

 

IV.RESULTS AND OBSERVATIONS 

All The 20news-bydate.tar.gz file is the input file that is 

collected from a civic website 

“http://qwone.com/~jason/20Newsgroups/ ”which contains 

both training and test data sets as shown below 

 

 

 

 

 

 

 

Fig 2: Reading the data from different file 

1) Words in Newsgroups: Most regular words are 

obtained from the entire dataset with the removal of the 

headers, signatures, and formatting. A word cloud of most 

regularly used words is generated which represents as a cloud 

of words as shown in below fig. 

 

 

 

 FIG 3: WORD CLOUD OF COMMON WORDS IN THE ENTIRE DATASET 

To represent newsgroup the below output differs in the 

occurrence of words so as to quantify using tf-idf metric. 

 

 

 

 

 

 

 

 

                     

Fig 4: Quantifying the data using tf-idf values 

To remove words that are related to the topic, observe the top 

tf-idf values for certain groups by using ggplot as shown in fig 

below. 
 

 

 

 

 

 

 

 

 

 

              Fig 5: Top 12 terms with highest tf-idf for a newsgroup 

 

 

In fig below portrays a pairwise correlation for four main 

clusters of newsgroups: computers/electronics, 

politics/religion, motor vehicles and sports. 

 

Fig 6: Pair wise Correlation and Visualized Stronger 

Correlations 

 

Topic Modelling: First task in Topic Modelling is to divide 

the messages into four science-related groups and then 

generate a document-term matrix and model is fitted with 

LDA() function as shown in fig below 

http://qwone.com/~jason/20Newsgroups/


International Journal of Recent Technology and Engineering (IJRTE) 

ISSN: 2277-3878, Volume-8, Issue-2S11, September 2019 

3505 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: B14290982S1119/2019©BEIESP 

DOI: 10.35940/ijrte.B1429.0982S1119 

 

 

 

 

 

 

 

 

     Fig 7: Document term frequency matrix generation 

 

The mathematical matrix that depict the occurrence of terms 

that appear in a collection of documents is called 

a document-term matrix or term-document matrix is a. In 

this, rows match up to documents in the collection and 

columns match to terms as shown in fig below. 

 

 

 

 

 

 

 

 

Fig 8: The top 8 words from each topic fit by LDA associated 

with science-related newsgroups 

1) Sentiment Analysis: A score is assigned by AFINN 

lexicon for the words which includes the values 5 

and-5, where the negative sentiment is replicated by 

negative scores and positive sentiment is replicated 

by positive scores. Sentiment analysis techniques are 

used to observe how often positive and negative 

words obtain in these Usenet posts. A positivity 

score for each word is obtained using AFINN 

sentiment lexicon and picture it with a bar plot as 

shown in fig below. 

 
 

Fig 9: Positive score using AFINN sentiment lexicon 

From this analysis, the “misc.forsale” newsgroup was the most positive as it 

included many positive terms regarding the products that a user wanted to 

put up for sale! Recognize why some newsgroups ruined up more positive or 

negative rather than others. Observe the total positive and negative 

assistance of each word as shown in fig below. 

 

 

Fig 10: Scores total 

positive and negative 

assistance of each word  

 

Figs below represent the 

most positive and 

negative individual 

messages, by grouping and summarizing by id rather 

than newsgroup 

 

 

 

 

 

 

 

Fig 11: List of top most Positive and Negative Messages 

 

1) N-Gram Analysis: For example, a phrase like “don‟t 

like” show the way to passages erroneously being 

labelled as positive. The Usenet dataset is a 

voluminous corpus of recent text; therefore, it could 

be attracted in how sentiment analysis may be 

inverted in this text as shown in figs below. 

              
          Fig 12: The most „negating‟ sentiment word 

 

   

 

 

 

 

Fig 13: Most common Words, Positive and Negative Words 

The most common word used in the entire dataset can be 

visualized using word cloud. Visualization can be done for the 

most frequently used negative and positive words, rather the 

size of words isn‟t comparable for sentiments. The negative 

and positive word sets from the entire group of news data is 

generated and a plot is generated representing the positive and 

negative sets of data as shown in fig below. 

 

 

 

 

 

 

An overall sentiment for each news group is then generated 

based on calculating each sentiment score for a news group as 

shown in fig below. 

 

 

 

 

 

 

 

Fig 15: Overall Sentiment of each news group 

 

 

 

 

 

 

 

 

Fig 16: Analysis measures for various machine learning 

techniques 

 

 

 

https://en.wikipedia.org/wiki/Matrix_(mathematics)
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Here positive and negative sentiments were categorized on 

the newsgroup dataset which is collected from different 

sources. The sentiments are measured using different machine 

learning techniques which are applied on news dataset. 

Predictions are done to determine which method best suits the 

classification. From identification of above measures, SVM 

method gives the best performance with 96%, 95%, 95% and 

96% in terms of accuracy, F-score, recall and precision. 

V.CONCLUSIONS 

With the increase of sentiment rich resources like online-news, 

personal blogs and individual web journals, new chances and 

difficulties emerge as people as of now will, and do, 

effectively utilize information innovations to chase out and 

see the opinions of others. Within the space of opinion mining, 

the major activity deals with opinion wrt machine and text 

judgement. In this paper different opinion mining procedures 

are proposed which centres around gathering information, a 

news data. Subsequently after gathering information it is 

changed into required arrangement. This information is 

pre-processed what's more, subjected to figure the opinion 

mining score utilizing different strategies. A higher level of 

accuracy is obtained for just a couple of the strategies can 

reach to a high-level accuracy. Hence, the results for opinion 

mining still have far to go before coming to the certainty level 

requested by down to earth applications. 
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