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Abstract—Economic growth as measured by GDP growth rates and economic growth set as an increase in GDP strongly helps government predictions about the economic situation and the formation of economic development strategies. This measurement is done by combining mathematical and computer technology to make qualitative and quantitative predictions scientifically and appropriately for economic growth trends. It is a good practical sense to use scientific and proven methods to predict future GDP development trends of a particular economy. In some cases, machine learning methods have proven to be better forecasting results than statistical methods. A Deep Neural Network (DNN) is one type of ANN (Artificial Neural network) architecture based on deep MLP (Multi Layer Perceptron), which uses Deep Learning training techniques. This study proposes the use of DNN to predict the percentage of GDP distribution at current prices by industry sector. In this case, the DNN used will have multiple outputs as many industry sectors. The aim of this study is how to predict for the next period with the smallest possible prediction errors by using DNN.
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1. INTRODUCTION

There are two widely accepted English proficiency tests for English learners: TOEFL and IELTS. The TOEFL (Test Of English as a Foreign Language) is made by ETS (Educational Testing Service), an institution in the United States. The TOEFL test is usually required for admission requirements at virtually all universities in the United States, Canada, Europe and Australia. There are three types of TOEFL, namely IBT (internet-based test), PBT (paper based test), and CBT (computer-based test). Now with technological advances, IBT TOEFL is practically more widely used. Generally this test takes about three hours and is organized in 4 parts, namely the section: grammar structure and written expression, listening comprehension, reading comprehension, writing. CBT Model is a test that uses computer media. Assessment scores of this model are in the range of 216-677. PBT model is a test that uses paper as a test medium. Assessment score with this model is in the range of 450-550 and above. The TOEFL exam score ranges from: 310 (minimum value) to 677 (maximum value) for PBT (paper-based test), while the value for IBT is from 0 to 120.

IELTS (International English Language Testing System) is a test of English proficiency held jointly by Cambridge University, British Council and IDP Education Australia. In the IELTS test, English used is British. The Global Test of English Communication (GTEC) created by the BurosCenter for Testing (Buros) is one tool that assesses English proficiency in reference to TOEFL and IELTS. Since 2017, GTEC test results can be received at 147 Japanese universities and 8 in the US [1].

The concept of an integrated model in teaching the language skills is necessary both in concept and in its instructions. The concept of an integrated model is an integrated skill that views the skills of listening, speaking, reading, and writing as an integral and inseparable part, as a conjunctural skill to be practiced in the classroom so that teaching and learning are truly communicative and productive. It is almost impossible to teach a second language and / or a foreign language without reading, speaking, and listening skills. Writing skills are also suitable for integrating skills for both teaching and assessment purposes. Reading is also considered an integral part of writing exercises in reader response theory, writing for reading, and reading for writing. In practice, there are many different types of language skills teaching models: source-based writing tasks, source-based reading tasks, source-based-listening tasks, source-based speaking tasks, and a mix of them. There has been so much research done to test the success rate among the various models as in [2] which has compared the results of language skills through writing independent vs. integration essay. Several studies have also linked language proficiency with GPA (Grade Point Average) as in [3].

The success of teaching language skills is not only seen from how many students have passed the language test. Furthermore, it is also necessary to consider other factors that support the improvement of language skills through the evaluation of the results of some of the test of language skills that have been done. In this case historical data test results are required. There are many methods to test the success rate of teaching language skills through historical data of TOEFL test results. One of the most practical methods is to calculate
the average value of student achievement during the TOEFL test. However, the average score does not reflect the overall performance of the progress. The most practical and significant way is to use clustering techniques. All data will be clustered into multiple clusters based on similarity level of data. Each cluster will have the centroid as the average value of all its cluster members which also reflects the characteristics of all its members.

There are many methods that can be used for clustering, both statistical methods and machine learning-based methods. K-Mean clustering is the most primitive, simple and effective method. This method has been used to mining the attitude of social network users and earthquake epicenter clustering in [4, 5]. The only drawback is in the inconsistency of members of each cluster when new centroid initialization is used. Research on improving K-Mean ability has been done in [6]. Hierarchical clustering is one of the statistical methods, one of which has been used to classify stock market [7]. Fuzzy Logic concept has also been used to improve various clustering methods as described in several studies in [8-10]. Weighted Clustering algorithm (WCA) is one of the proposed clustering methods, based on combined weight metrics including node level, distance associated with neighboring node, node velocity, and time spent as cluster head [11]. Another technique for clustering is interactive clustering. This algorithm starts with an initial clustering and only make local changes in each step [12]. The model-based clustering assumes that a dataset to be clustered consists of various clusters with different distributions. The entire dataset is modeled by a mixture of these distributions. One study has applied this method where AHP (Analytical Hierarchy Process) is used to determine the effective number of clusters [13]. SOM (Self-Organizing Maps) is one of Artificial Neural Network architecture which is used for clustering that works with one type of machine learning that is unsupervised learning. Some research on SOM has been done in [14, 15].

This study applies SOM and K-Mean clustering to categorize historical data of students’ TOEFL score. Historical data of students’ TOEFL score containing TOEFL test results from the same students used as sample data in this study. The purpose of this study is to assess the success rate of teaching English proficiency based on clustering results.

II. METHODS

K-Mean

K-mean clustering belongs to a hard partitioning algorithm, which divides the multi-attribute data set into a number of K clusters [5]. Each individual in the dataset is allocated entirely to a particular cluster based on the closest distance to its centroid. First, a number of K centroids are initialized in a particular way in which each pair of centroid attributes must be chosen such that it is within the range of the dataset. The distance between each individual in the dataset against each centroid is calculated. Each individual will be considered a member of a cluster that has the shortest distance to its centroid cluster. The new centroids is generated based on the average attribute value of all its cluster members. The process is repeated until there is no change in cluster membership. K-Mean algorithm can be described as follows:

1. Read dataset (P). If the data set has a number of N data and M attributes, then data set is declared with

\[ P = \begin{bmatrix}
    P_{1,1} & P_{1,2} & \cdots & P_{1,M} \\
    P_{2,1} & P_{2,2} & \cdots & P_{2,M} \\
    \vdots & \vdots & & \vdots \\
    P_{N,1} & P_{N,2} & \cdots & P_{N,M}
\end{bmatrix} \]

2. Determine the number of clusters (K).
3. Initialize a number of K centroids (C). Because the data set has a number of M attributes, the initial centroid is declared with

\[ C = \begin{bmatrix}
    C_{1,1} & C_{1,2} & \cdots & C_{1,M} \\
    C_{2,1} & C_{2,2} & \cdots & C_{2,M} \\
    \vdots & \vdots & & \vdots \\
    C_{K,1} & C_{K,2} & \cdots & C_{K,M}
\end{bmatrix} \]

4. Calculate the distance between data with each centroid using Euclidean distance expressed as

\[ d_{i,j} = \sqrt{(p_{1,i} - c_{1,j})^2 + (p_{2,i} - c_{2,j})^2 + \cdots + (p_{M,i} - c_{M,j})^2} \]  

Where \( d_{i,j} \) is distance between ith data and jth centroid.
5. Grouping data based on the shortest distance against a particular centroid. If \( D \) is the distance matrix between data with each centroid then

\[ D = \begin{bmatrix}
    d_{1,1} & d_{1,2} & \cdots & d_{1,N} \\
    d_{2,1} & d_{2,2} & \cdots & d_{2,N} \\
    \vdots & \vdots & & \vdots \\
    d_{K,1} & d_{K,2} & \cdots & d_{K,N}
\end{bmatrix} \]

The shortest distance for each data against each centroid is expressed by

\[ D(i)_{\min} = \begin{bmatrix}
    d_{1,i} \\
    \vdots \\
    d_{K,i}
\end{bmatrix} \]

6. Calculate new centroid based on average of cluster members. For example, if the first cluster member is \( P(1), P(3), \) and \( P(4) \) then

\[ C_{1,1} = \frac{P_{1,1} + P_{3,1} + P_{4,1}}{3}, \quad C_{1,2} = \frac{P_{1,2} + P_{3,2} + P_{4,2}}{3}, \cdots, C_{1,M} = \frac{P_{1,M} + P_{3,M} + P_{4,M}}{3} \]

7. Repeat from step 4 until no more cluster membership changes.

Typically, centroids initialization is generated randomly within the range of the dataset. To ensure consistency of clustering results, in this study used the scattered average technique for its centroids initialization expressed by

\[ P_{\min} = \begin{bmatrix}
    P_{\min,1} & P_{\min,2} & \cdots & P_{\min,M}
\end{bmatrix} \]

\[ P_{\max} = \begin{bmatrix}
    P_{\max,1} & P_{\max,2} & \cdots & P_{\max,M}
\end{bmatrix} \]

\[ part = \frac{(P_{\max} - P_{\min})}{K} \]

\[ C(i) = P_{\min} + (i - 1) \ast part \]

Generally, K-Mean algorithm is shown in Fig.1.
SOM (Self Organizing Map)

The SOM algorithm is used to identify the natural patterns of the data set. The goal of SOM is to map the input data patterns into the n-dimensional grid of neurons. The grid forms an output space based on its neuron function. Due to the non-linear nature of its neuron function, SOM is capable of having more complex grouping geometries [15]. Another advantage of SOM is the organization of group maps following patterns in the output space that correlate with changes in input features that are most responsible for the result of clustering. SOM is one type of NN belonging to unsupervised learning. SOM architecture consists of input layer with \( M \) training vector unit, output layer with \( K \) cluster unit and intra-layer connecting between input layer and output layer. Each neuron in the input layer is directly connected to each neuron at the input layer where each relationship has a weighted vector of length \( M \). As in K-Mean that has been described, \( M \) is the number of data attributes. SOM architecture is shown in Fig. 2.

\[
\begin{align*}
D &= \text{ndist}(P, IW) = ||IW - P||^2 \\
P &\text{ is dataset, } IW \text{ is weighted layer matrix, and } D \text{ is distance matrix. The distance function used is Euclidean distance.}
\end{align*}
\]

The winning neuron is the output neuron weights \( IW \), that have the shortest distance to \( P \), expressed as

\[
C(p) = \arg \min_i \|IW_i - p\|_2^2 \quad i = 1 ... K
\]

Layer weighting initialization is also done with the scattered average technique. Layer-weighted updates are performed if there is still a change in cluster membership, expressed by

\[
iw_j(t + 1) = iw_j(t) - \eta (p_i - iw_j(t))
\]

\( \eta \) is learning rate.

SOM's training algorithm is shown in Fig. 3

---

**Figure 1. K-Mean algorithm**

**Figure 2. SOM architecture**

**Figure 3. SOM's training algorithm**
The optimum global solution
To achieve the optimum global solution, the distance of all cluster members to its centroid must be minimal and the distance between centroids should be maximally possible. If a data is known as follows:

\[ X = [x_1 \ x_2 \ \ldots \ x_n] \]

where \( n \) is the number of data, then the measure of the data distribution to the average of data is expressed by:

\[ Var[X] = E[(X - \mu_x)^2] = \frac{1}{n} \sum_{i=1}^{n} (X - \mu_x)^2 \]  

(11)

Where \( Var[X] \) is the variance of \( X \) and \( \mu_x \) is the average of \( X \).

If \( Var[\text{member}] \) denotes the variance of the distance of all cluster members to its centroid, and \( Var[\text{centroid}] \) denotes the variance of the centroid distance then the optimum global solution can be achieved if it satisfies:

\[ F = \min(Var[\text{member}]) \]  

and \( \max(Var[\text{centroid}]) \)  

(12)

Performance of optimum global solution is then expressed by:

\[ P = \frac{Var[\text{centroid}]}{Var[\text{member}]} \]  

(13)

Dataset of students’ TOEFL score
In this study is using historical data of students’ TOEFL score from one department in State Polytechnic of Samarinda. As sample data is taken a number of 100 students from the first semester. The sample data is shown in Table 1. Data is taken from period 2016-2017. Percent progress is calculated using the following formula:

\[ \text{progress} = \frac{(\text{score}_{2017} - \text{score}_{2016}) \times 100}{\text{score}_{2016}} \]  

(14)

III. RESULT AND DISCUSSION

Referring Table 1, there are three attributes of data that can be used i.e. TOEFL score in 2016 (\( X \)), TOEFL score in 2017 (\( Y \)), and progress in percent (\( Z \)). The TOEFL score is grouped into 3 clusters defined as Low, Medium, and High. The TOEFL score clustering based on pair of \( X \) and \( Y \) attributes is used to assess the final result, whereas the TOEFL score clustering based on pair of \( Y \) and \( Z \) attributes is used for the validation of the final result. The clustering results for each pair are shown in Fig. 4, 5, and 6, respectively, whereas final centroids and its members are shown in Table 2, 3, and 4, respectively.

<table>
<thead>
<tr>
<th>No</th>
<th>2016</th>
<th>2017</th>
<th>Progress</th>
<th>No</th>
<th>2016</th>
<th>2017</th>
<th>Progress</th>
<th>No</th>
<th>2016</th>
<th>2017</th>
<th>Progress</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>487</td>
<td>507</td>
<td>4.11</td>
<td>26</td>
<td>493</td>
<td>487</td>
<td>1.22</td>
<td>51</td>
<td>320</td>
<td>380</td>
<td>18.75</td>
</tr>
<tr>
<td>2</td>
<td>477</td>
<td>453</td>
<td>5.03</td>
<td>27</td>
<td>473</td>
<td>430</td>
<td>9.09</td>
<td>52</td>
<td>320</td>
<td>363</td>
<td>13.44</td>
</tr>
<tr>
<td>3</td>
<td>477</td>
<td>440</td>
<td>7.76</td>
<td>28</td>
<td>470</td>
<td>393</td>
<td>16.38</td>
<td>53</td>
<td>323</td>
<td>401</td>
<td>24.15</td>
</tr>
<tr>
<td>4</td>
<td>473</td>
<td>467</td>
<td>1.27</td>
<td>29</td>
<td>457</td>
<td>433</td>
<td>5.25</td>
<td>54</td>
<td>434</td>
<td>450</td>
<td>3.69</td>
</tr>
<tr>
<td>5</td>
<td>473</td>
<td>403</td>
<td>14.80</td>
<td>30</td>
<td>447</td>
<td>417</td>
<td>6.71</td>
<td>55</td>
<td>270</td>
<td>370</td>
<td>37.04</td>
</tr>
<tr>
<td>6</td>
<td>473</td>
<td>403</td>
<td>14.80</td>
<td>31</td>
<td>443</td>
<td>397</td>
<td>10.38</td>
<td>56</td>
<td>377</td>
<td>393</td>
<td>4.24</td>
</tr>
<tr>
<td>7</td>
<td>473</td>
<td>410</td>
<td>13.32</td>
<td>32</td>
<td>443</td>
<td>450</td>
<td>1.58</td>
<td>57</td>
<td>395</td>
<td>417</td>
<td>5.57</td>
</tr>
<tr>
<td>8</td>
<td>457</td>
<td>390</td>
<td>14.66</td>
<td>33</td>
<td>440</td>
<td>430</td>
<td>2.27</td>
<td>58</td>
<td>419</td>
<td>384</td>
<td>(8.35)</td>
</tr>
<tr>
<td>9</td>
<td>457</td>
<td>413</td>
<td>9.63</td>
<td>34</td>
<td>430</td>
<td>413</td>
<td>3.95</td>
<td>59</td>
<td>377</td>
<td>487</td>
<td>29.18</td>
</tr>
<tr>
<td>10</td>
<td>450</td>
<td>500</td>
<td>11.11</td>
<td>35</td>
<td>427</td>
<td>343</td>
<td>19.67</td>
<td>60</td>
<td>323</td>
<td>411</td>
<td>27.24</td>
</tr>
<tr>
<td>11</td>
<td>443</td>
<td>440</td>
<td>0.68</td>
<td>36</td>
<td>423</td>
<td>357</td>
<td>15.60</td>
<td>61</td>
<td>403</td>
<td>313</td>
<td>(22.33)</td>
</tr>
<tr>
<td>12</td>
<td>433</td>
<td>420</td>
<td>3.00</td>
<td>37</td>
<td>413</td>
<td>393</td>
<td>4.84</td>
<td>62</td>
<td>336</td>
<td>397</td>
<td>18.15</td>
</tr>
<tr>
<td>13</td>
<td>430</td>
<td>367</td>
<td>14.65</td>
<td>38</td>
<td>410</td>
<td>413</td>
<td>0.73</td>
<td>63</td>
<td>394</td>
<td>316</td>
<td>(19.80)</td>
</tr>
<tr>
<td>14</td>
<td>420</td>
<td>380</td>
<td>7.32</td>
<td>39</td>
<td>397</td>
<td>373</td>
<td>6.05</td>
<td>64</td>
<td>341</td>
<td>359</td>
<td>5.28</td>
</tr>
<tr>
<td>15</td>
<td>403</td>
<td>360</td>
<td>10.67</td>
<td>40</td>
<td>397</td>
<td>367</td>
<td>7.56</td>
<td>65</td>
<td>356</td>
<td>339</td>
<td>(4.78)</td>
</tr>
<tr>
<td>16</td>
<td>397</td>
<td>443</td>
<td>11.59</td>
<td>41</td>
<td>393</td>
<td>393</td>
<td>-</td>
<td>66</td>
<td>337</td>
<td>419</td>
<td>24.33</td>
</tr>
<tr>
<td>17</td>
<td>390</td>
<td>407</td>
<td>4.36</td>
<td>42</td>
<td>393</td>
<td>380</td>
<td>(3.31)</td>
<td>67</td>
<td>356</td>
<td>361</td>
<td>1.40</td>
</tr>
<tr>
<td>18</td>
<td>387</td>
<td>400</td>
<td>3.36</td>
<td>43</td>
<td>383</td>
<td>453</td>
<td>18.28</td>
<td>68</td>
<td>323</td>
<td>304</td>
<td>(5.88)</td>
</tr>
<tr>
<td>19</td>
<td>380</td>
<td>410</td>
<td>7.89</td>
<td>44</td>
<td>380</td>
<td>373</td>
<td>(1.84)</td>
<td>69</td>
<td>324</td>
<td>337</td>
<td>4.01</td>
</tr>
<tr>
<td>20</td>
<td>380</td>
<td>403</td>
<td>6.05</td>
<td>45</td>
<td>380</td>
<td>367</td>
<td>(3.42)</td>
<td>70</td>
<td>357</td>
<td>376</td>
<td>5.32</td>
</tr>
<tr>
<td>21</td>
<td>373</td>
<td>407</td>
<td>9.12</td>
<td>46</td>
<td>370</td>
<td>377</td>
<td>1.89</td>
<td>71</td>
<td>347</td>
<td>320</td>
<td>(7.78)</td>
</tr>
<tr>
<td>22</td>
<td>363</td>
<td>367</td>
<td>1.10</td>
<td>47</td>
<td>370</td>
<td>387</td>
<td>4.59</td>
<td>72</td>
<td>378</td>
<td>354</td>
<td>(6.35)</td>
</tr>
<tr>
<td>23</td>
<td>357</td>
<td>367</td>
<td>2.80</td>
<td>48</td>
<td>363</td>
<td>370</td>
<td>1.93</td>
<td>73</td>
<td>351</td>
<td>287</td>
<td>(18.23)</td>
</tr>
<tr>
<td>24</td>
<td>357</td>
<td>357</td>
<td>-</td>
<td>49</td>
<td>353</td>
<td>323</td>
<td>(8.50)</td>
<td>74</td>
<td>326</td>
<td>403</td>
<td>23.62</td>
</tr>
<tr>
<td>25</td>
<td>313</td>
<td>363</td>
<td>15.97</td>
<td>50</td>
<td>353</td>
<td>347</td>
<td>(1.70)</td>
<td>75</td>
<td>460</td>
<td>334</td>
<td>(27.39)</td>
</tr>
</tbody>
</table>
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Table 2. Final centroids and members from clustering results based on pair of X and Y attributes

<table>
<thead>
<tr>
<th>Cluster</th>
<th>K-Mean</th>
<th>SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>1</td>
<td>442.4194</td>
<td>435.7097</td>
</tr>
<tr>
<td>2</td>
<td>389.5556</td>
<td>360.0926</td>
</tr>
<tr>
<td>3</td>
<td>322.9333</td>
<td>385.1333</td>
</tr>
</tbody>
</table>

Table 3. Final centroids and members from clustering results based on pair of Y and Z attributes

<table>
<thead>
<tr>
<th>Cluster</th>
<th>K-Mean</th>
<th>SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Y</td>
<td>Z</td>
</tr>
<tr>
<td>1</td>
<td>396.8605</td>
<td>2.7815</td>
</tr>
<tr>
<td>2</td>
<td>345.0789</td>
<td>-5.4983</td>
</tr>
<tr>
<td>3</td>
<td>454.5263</td>
<td>5.1794</td>
</tr>
</tbody>
</table>
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Variance of distance between cluster members : 1.2199e+003
Variance of distance between clusters : 151.3190

Variance of distance between cluster members : 1.6449e+003
Variance of distance between clusters : 958.6820

Figure 6. Clustering results based on pair of X and Z attributes

Table 4. Final centroids and members from clustering results based on pair of X and Z attributes

<table>
<thead>
<tr>
<th>Cluster</th>
<th>K-Mean</th>
<th>SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Z</td>
</tr>
<tr>
<td>1</td>
<td>451.7742</td>
<td>-7.3750</td>
</tr>
<tr>
<td>2</td>
<td>328.7727</td>
<td>13.7765</td>
</tr>
<tr>
<td>3</td>
<td>380.5532</td>
<td>-1.3910</td>
</tr>
</tbody>
</table>

3.1 Variance of distance analysis

Referring Fig. 4, 5, and 6 then obtained the variance of distance analysis using performance of optimum global solution as in Eq. (13) with the results as shown in Table 5.

Table 5. Variance of distance analysis

<table>
<thead>
<tr>
<th>Pair</th>
<th>K-Mean between clusters</th>
<th>K-Mean between cluster members</th>
<th>P</th>
<th>SOM between clusters</th>
<th>SOM between cluster members</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-Y</td>
<td>97.8004</td>
<td>5.7461e+003</td>
<td>0.0170</td>
<td>335.2395</td>
<td>929.6804</td>
<td>0.3606</td>
</tr>
<tr>
<td>Y-Z</td>
<td>112.3606</td>
<td>3.3796e+003</td>
<td>0.0332</td>
<td>1.0604e+003</td>
<td>2.4003e+003</td>
<td>0.4418</td>
</tr>
<tr>
<td>X-Z</td>
<td>151.3190</td>
<td>1.2199e+003</td>
<td>0.1240</td>
<td>958.6820</td>
<td>1.6449e+003</td>
<td>0.5828</td>
</tr>
</tbody>
</table>

Referring to Table 5 it is found that SOM clustering is better than K-Mean clustering. This is proven by SOM clustering having a larger P value compared to K-Mean clustering.

3.2 Analysis of consistency of the results

Since the end centroid reflects Low, Medium, and High performance levels it needs to be sorted ascending for the second attribute of each pair as shown in Table 6.

Table 6. Analysis of consistency of the results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>385.7179</td>
<td>350.8480</td>
<td>55</td>
<td>(9.04)</td>
</tr>
<tr>
<td>Medium</td>
<td>321.3624</td>
<td>390.1833</td>
<td>14</td>
<td>21.42</td>
</tr>
<tr>
<td>High</td>
<td>423.7927</td>
<td>435.5585</td>
<td>31</td>
<td>2.78</td>
</tr>
</tbody>
</table>
Referring to Table 6, from the clustering results based on the pair of X and Y attributes found that the highest cluster has an average TOEFL score of 424 in 2016 and increased to 436 in 2017 without considering the progress factor of each student. In this case, there was a progress of 2.78%. Based on the TOEFL PBT model which has an assessment score of 450-550, the average TOEFL score for the highest cluster of 2017 has not reached the minimum score.

From the clustering results based on the pair of X and Y attributes, it was found that the highest cluster in 2016, a total of 21 students with an average TOEFL score of 332 (X) achieved a 13.47% progression in 2017 (Z). But from the clustering results based on the pair of Y and Z attributes, it was found that only 17 students were able to achieve an average TOEFL score of 453 (Y) in 2017 with a 9.89% progress (Z).

It can be concluded that in general, without considering the progress factor of each student, the average TOEFL score in the highest cluster of 2017 has not been able to achieve the minimum requirement of TOEFL PBT model (450-550). With considering the progress factor of each student, only 17 students successfully fulfill the minimum requirement of TOEFL PBT model by achieving the average value of TOEFL 453 in 2017 with the progress of 9.89%.

IV. CONCLUSION

In this study, SOM clustering and K-Mean clustering have been used to classify students’ TOEFL scores and proved that SOM clustering is better than K-Mean clustering. Taking into account the progress factors of each student, the SOM clustering is able to significantly classify the TOEFL score of the students based on the progress achieved. In principle, clustering techniques applied to a student TOEFL score do not indicate the performance of each student, but each student in each cluster can be indicated for similarity in performance based on the centroid cluster. It can be concluded that the final centroid resulting from the application of clustering techniques on the TOEFL score dataset of students reflects the successful performance of teaching English proficiency. Future work is how to improve the significance of clustering results closer to the performance of each cluster member.
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