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Abstract—Now-a-days face recognition plays a major role in identifying face of the specific person. There are different face recognition algorithms such as Eigenfaces algorithm, Local binary pattern histograms, Fisherfaces algorithm. All these algorithms face the problem of subject independence as well as translation, rotation, and scale invariance in the recognition of facial expression. In this study, the face recognition using neural network and convolutional neural network (CNN) techniques were utilized and implemented with the help of Python software 3.6.6. It is noticed that the test accuracy is improved against translation, rotation, and scale invariance in face recognition using CNN.

Index Terms—convolutional neural network(CNN), face recognition, python software, test accuracy.

I. INTRODUCTION

Face recognition is advanced form of face detection. Instead of simply detecting faces in a given image or video it would be great that if we could specifically recognize the person. Face recognition in the field of computer vision refer to recognize the specific person's face in the image [3]. From the 2012 when image net challenge has been introduced a series of breakthroughs have been achieved. This is made more interesting with the inclusion of machine learning to find the solution of computer vision problems.

Face recognition is a process in which detecting a face in that particular image and then by using some algorithms to identify whose face it belongs to [2]. Now-a-days python programming language is a boon for implementing the face recognition. In python a library named OpenCV is a library that can be used actually it provides three methods for face recognition without using any machine learning technique. They are Eigenfaces algorithm, Local binary pattern histograms (LBPHs) and Fisherfaces algorithm [3]. All these three methods are used to recognize the face. These methods compare the required face that has to be recognized with some training set of known faces. If any unknown face is given that is not trained prior it uses the model trained on the training set to make the recognition. However the three methods use the training set differently.

Recently, motivated by the success of machine learning algorithms in computer vision. Initially neural network one of machine learning technique is performed on the dataset and later on the same data set convolutional neural network is performed. The CNN has made a series of breakthrough especially in the field of face recognition [7]. The primary aim of this analysis is to compare the test accuracies of the both neural network model and convolutional neural network.

II. TRADITIONAL METHOD

Eigenfaces Algorithm

The eigenfaces algorithm uses principal component analysis to construct a low dimensional representation of face images [1]. The principal component analysis (PCA) reduces the usage of large training data set there by reducing the computation expenses [3]. In general if we don't use PCA a lot of computation power is required which is in turn requires more time and a high end computer systems [2]. As Eigenfaces algorithm uses PCA it saves the data required, time and computational complexity of the systems [2]. The need for storing larger datasets of faces will not be required on using PCA [8].

The dimensionality reduction is achieved by PCA by choosing the linear projections that maximizes the scatter of all projected samples [9]. Those samples are chosen by PCA to represent a high dimensional training set into a lower dimensional subspace. The curse of dimensionality can be overcome by dimensionality reduction i.e. by reducing the dimensionality by selecting a subset of features rather than entire features [3]. It can be made possible by selecting a feature which is a combination of multiple features, in this way we can reduce the number of features required to train a model [12].

Consider a $N$-dimensional dataset($x$) by finding a $N \times K$ matrix($U$): $y = U^T x$ where $y$ has $K$ dimensions and $K < N$.

$$x = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix} \xrightarrow{U^T} y = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_k \end{bmatrix} (k < n)$$

(1)
Eigenfaces maximize the scatter between all the face images in the training set. Here we use python programming for the assessment. Initially an empty folder will be created in the folder names datasets with the name of the specified person and then we run the gui.py python file then an GUI appears on the screen and in the enter the same name that is given prior. Later when the train button is clicked the camera app will be opened and it starts taking 100 pictures of the particular person.

Once after capturing 100 images of face an eigen_train_face.xml file will be generated automatically and all the features will be saved in that xml file and camera will be closed. After that when the recognize button on the GUI is pressed then the camera will be opened again and it starts recognizing the person. When a stranger tries to come in front of the camera then he would be recognized as unknown.

It looks very surprising with 100 images Eigenfaces algorithm could be able to recognize the face this is made possible only because Eigenfaces algorithm uses PCA. However there are some limitations in this algorithm. When the conditions such as light intensity or positioning of camera alters it could not recognize exactly. So in order to overcome these difficulties it would be better if neural network and convolutional neural network methods for face recognition.

III. PROPOSED METHODS

A. Neural Network

Now a days machine learning algorithms has been made a drastic change in the computer vision problems. It has made a series of breakthroughs in the field of face recognition. Initially Neural network method will be performed on the dataset and later followed by convolutional neural network [3]. For any machine learning algorithm data is the most important. For any data to be used It should be pre-processed initially before using it.

![Neural network schematic block diagram](image)

**Fig. 1 Neural network architecture (with 1 input layer, 2 hidden layers and one output layer)**

Here in the pre processing phase of the data two different data sets are taken one a boy and other a girl. Class labels have been assigned to this 0 for boy and 1 for girl. For boy we had taken 6,455 samples and for girl we had taken 6,225 samples of different face expressions. Then all the 12,680 samples are resized and converted the entire data into the CSV format we get 10,000 row values which indicate the pixel intensity values of a single image and then user convenience an additional class label of 0 and 1 are included to the last column which makes it 10,001 rows likewise there are 12,680 samples i.e. that many number of columns in the generated data file.

In general a neural network model splits the given dataset into two portions. Here also one is a training set and the other is a testing set. 80% of the data fed to the neural network split as a training set data i.e. 10,142 samples and for test data 2,536 samples are taken randomly. In the neural network model the input is taken is fed at once into the input of the network. What happens is we fed the colour image(3 dimensional) to the system initially then while data pre-processing each colour image is converted to black and white i.e. a gray scale image(2 dimensional) and fed as an input to the neural network model. As the python programming language is used the index would start from 0 so the parameters would be is the train sample size and is the test sample size.

The samples used above are used for training purpose and when the class is to be predicted then

| dense_1:Dense | Input: (None,10000) | Output: (None,32) |
| dense_2:Dense | Input: (None,32) | Output: (None,32) |
| dense_3:Dense | Input: (None,32) | Output: (None,32) |
| dense_4:Dense | Input: (None,32) | Output: (None,2) |

![Neural network schematic block diagram](image)

When the total number of parameters that are to be learnt in the model are 3,20,032 parameters in input layer, 1,056 in first and second hidden layers. 66 parameters in the output layer. Altogether 3,22,210 trainable parameters are to be learnt including all the bias units also.

In the input layer (dense_1) sigmoid activation function [0,1] is used. For first hidden layer (dense_2) ReLU activation function is used and the same is used for the second hidden layer (dense_3). At the output layer (dense_4) softmax is used. For ReLU it forwards only the maximum value to the next layer. The final layer softmax would check the probability of both the classes and displays the class for which probability value is greater than 0.5 and displayed the class label 0-for boy and 1- for girl.
Here the total number of features required to train the model are more as the data set is less it can be performed easily if the dataset i.e. the size of the images increases or the number of samples increases the neural network model will require huge computational power and more computational time. So in order to reduce this are preferred.

B. Convolutional Neural Network

So at present CNN are showing tremendous results in the field of computer vision especially regarding face detection and face recognition which turned the attention of all the researchers towards CNN [6][5]. In the NN pixel intensity values of all the images are taken and concatenated into a single row and whenever it is required by the network an entire row is selected and given but where as in the CNN the image itself is taken directly by the model to process [11].

As the same data is used for both neural networks and CNN the data samples are also same but the number of features are different. Initially the features are extracted from the images and later by using the extracted features when they are passed through a NN model for predicting the class labels of the particular data [5]. So before feeding to the NN model for prediction some feature extraction procedure should be followed [10].

In CNN also the entire data set is divided into training (80%) and testing (20%). For training training samples are used represents the dimension of the image. Data represents the testing data set shape these samples are given to feature extractor. After that these extracted features are taken as input parameters and fed as an input to the NN model.

For the feature extraction convolution layer followed by max pooling layer likewise 2 pairs are taken followed by the dropout layer and then flatten is used. Later the extracted features are used as the input to the NN. In the first conv2D layer uses 8 layers of (3 x 3) kernels and uses ReLU activation function for sub-sampling Maxpooling layer of (2 x 2) kernel is used.

The number of parameters to be learnt in conv2D_1 are 80. Then in Maxpooling layer the size is reduced and no parameters would be there to learn. Then in conv2D_2 layer uses 16 layers of (3 x 3) kernels and used ReLU activation function is used. The total parameters obtained that are to be learnt are 1168. Then a max pooling layer is to be followed which uses (2 x 2) kernel for sub-sampling then a dropout of 0.25 is followed by flatten and the features of the particular image are extracted and they are fed as input to NN dense layer_1 (hidden layer) and the parameters that are obtained to be learnt are 2,70,880 followed by another dropout layer_1 and finally given to the dense_2 layer which uses SOFTMAX for predicting the class[5]. The total number of parameters that are to be learnt are 2,72,194. For the same data set for NN we need 3,22,210 parameters but at the same time CNN needs only 2,72,194 parameters.

![Convolutional neural network schematic model block diagram.](https://example.com/diagram)

![Convolutional neural network architecture](https://example.com/diagram)
IV. RESULTS AND ANALYSIS

The dataset that we used to compare the accuracies of both NN and CNN are created by slicing frames of the video. In order to get better results same dataset has been used. The total number of epochs used are 20 for both the NN program and CNN as well and the following results are obtained.

A. For NN Boy

Figure 5 is the output result of the test accuracy of the boy which is class 0 with a test accuracy of 94.28% for 20 epochs

B. For NN Girl

Figure 6 is the output result of the test accuracy of the boy which is class 1 with a test accuracy of 94.16% for 20 epochs

C. For CNN Boy

Figure 7 is the output result of the test accuracy of the boy which is class 0 with a test accuracy of 95.26% for 20 epochs

D. For CNN Girl

Figure 8 is the output result of the test accuracy of the boy which is class 0 with a test accuracy of 94.28% for 20 epochs

Table I. Test accuracies of neural network and convolutional neural network.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Neural Network</th>
<th>Convolutional Neural Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boy(0)</td>
<td>94.2833</td>
<td>95.2681</td>
</tr>
<tr>
<td>Girl(1)</td>
<td>94.1640</td>
<td>95.4258</td>
</tr>
</tbody>
</table>

From the results, it is noticed that the accuracy of face recognition is increased using CNN.

V. CONCLUSION

By using Eigenfaces algorithm which was used initially used for face recognition which uses 100 samples of a particular person to detect but if any variations happens in placement of camera or light intensity it will not detect the face. Actually it uses PCA that is the reason this algorithm uses only 100 face images to detect.

Machine learning algorithms have clearly shown the great improvement initially we used NN algorithm has used to detect the faces of the person, to some extent we get good test accuracy initially but due to the curse of dimensionality we cannot get the better accuracy because in order to increase accuracy we require more data which leads to increase in the computational power and computational time.

CNN uses feature extractor used to extract the features of the images of faces. Then the required numbers of features that are to be trained are reduced when compared to the NN and we get better test accuracy when compared to NN. From results, it is observed that CNN provides better results for computer vision problems especially for face recognition.

There is a scope to improve the test accuracy using CNN by increasing the size of data and computational power.
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