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Abstract: There has been a revolution in multimedia with technological advancement. Hence, Video recording has increased in leaps and bounds. Video retrieval from a huge database is cumbersome by the existing text based search since a lot of human effort is involved and the retrieval efficiency is meager as well. In view of the present challenges, video retrieval based on video content prevails over the existing conventional methods. Content implies real video information such as video features. The performance of the Content Based Video Retrieval (CBVR) depends on Feature extraction and similar features matching. Since the selection of features in the existing algorithms is not effective, the retrieval processing time is more and the efficiency is less. Combined features of color and motion have been proposed for feature extraction and Spatio-Temporal Scale Invariant Feature Transform is used for Shot Boundary Detection. Since the characteristic of color feature is visual video content and that of motion feature is temporal content, these two features are significant in effective video retrieval. The performance of the CBVR system has been evaluated on the TRECVID dataset and the retrieved videos reveal the effectiveness of proposed algorithm.
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I. INTRODUCTION

With technological progress, there has been a revolution in multimedia content in the web, has resulted in many large personal and public digital video databases [1][6]. However the rapid development in the availability of the multimedia database is not accompanied by the technologies used for its efficient usage and retrieval. This is due to the fact that the content of multimedia database is not same as that of the text database which is easily accessible based on the keywords of the document [8][9]. Therefore it is very important to segment and organize the video data so as to be accessed easily. It induces the interest of researchers to focus more on the area of video processing. Although many research works have been carried out and many systems have been developed in the area of video segmentation and video retrieval, both computational cost and accuracy of the existing systems are still far beyond users’ satisfaction [11]. The main issue to be addressed in the case of video segmentation is feature selection which is robust to illumination, camera and object motion and a measure of dissimilarity to detect the boundaries [12]. In this paper, an attempt has been made to address the issues involved in shot detection [13] and video retrieval which are the two important tasks of video processing.

Almost all the existing systems depend on the traditional features such as color, texture and shape feature [2] which are extracted from the segmented regions of the image. D. Saravanan et al. (2015) [19] designed a Histogram Clustering Technique in order to fast retrieve the videos from a given dataset. In Histogram Clustering Technique, the video was first divided into sequence of frames. Then, the video clustering algorithm was used in order to group the videos in different classes in which two searching was carried out. But it is very difficult to achieve reliable retrieval of the videos using single feature which results in more misdetection and false detection [14]. To overcome the above drawbacks, integration of both spatial and temporal features has to be done. As stated to the newly hypothesized algorithm by acquiring the methods like HSV color histogram [15] and motion histogram [16] to extricate color and motion features.

The spatial information acquires the color features and temporal information acquires the motion feature. The arrangement of the left over sections in the manuscript is stated below: The hypothesized scheme is discussed in section II. Experimental outcomes are graphed in section III. Finally, chapter IV addresses the paper’s conclusion.

II. PROPOSED SPATIO-TEMPORAL FEATURE EXTRACTION

Spatio-temporal feature extraction involves low level feature extraction and high level feature extraction as well. Temporal feature extraction is associated with motion feature extraction which depends on object movement. Therefore, spatio temporal features give an efficient and effective video retrieval.

The proposed algorithm uses two kinds of features: They are 1) Color feature 2) Motion feature

2.1 Color Feature Extraction

HSL (shade, immersion, delicacy) and HSV (tint, immersion, esteem) are elective portrayals of the RGB shading model, structured during the 1970 [17]. The HSL model endeavors to look like progressively perceptual shading models, for example, the Natural Color System (NCS) or Munsell shading framework, setting completely immersed hues around a hover at a softness estimation of 1/2, where a gentility estimation of 0 or 1 is completely dark or white, individually.

RGB to HSV conversion: RGB values are normalized by 255 at first. Let Vmax match the highest value of r, g, and b, and let Vmin match the lowest.

Hue computation
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\[
H = \begin{cases} 
0, & V_{\text{max}} = V_{\text{min}} \\
0^* \times \left( \frac{2-b}{V_{\text{max}} - V_{\text{min}} \mod 6} \right), & V_{\text{max}} = r \\
0^* \times \left( \frac{b-r}{V_{\text{max}} - V_{\text{min}} \mod 6} + 2 \right), & V_{\text{max}} = g \\
0^* \times \left( \frac{r-g}{V_{\text{max}} - V_{\text{min}} \mod 6} + 4 \right), & V_{\text{max}} = b 
\end{cases} 
\]  
(2.1)

Saturation computation

\[
S = \begin{cases} 
0, & V_{\text{max}} = V_{\text{min}} \\
0, & V_{\text{max}} = 0 \\
1 - \frac{V_{\text{min}}}{V_{\text{max}}}, & \text{Otherwise} 
\end{cases} 
\]  
(2.2)

Value computation

\[V = V_{\text{max}}\]  
(2.3)

Algorithm 1: HSV Colour space Histogram

Step 1: Extract frames from each shot/video

Step 2: In general the frame has RGB colour space which has to be converted into HSV colour space

Step 3: The components H, S and V are evenly digitized as 16 bins for the component H, 4 bins for S and 4 bins for V

Step 4: On integrating all the components a 256 dimensional vector is extracted.

2.2 Effective Motion Feature Extraction Algorithm

In the last few years, passion moving handling has actually raised with developments moving evaluation method and also handling abilities [18]. It has numerous applications, consisting of things based video clip coding (e.g. MPEG-4), things discovery and also monitoring, vehicle driver support, scene adjustment discovery, and so on. One more typical movement evaluation issue is to acquire detailed info concerning relocating and also fixed things existing in a scene.

Algorithm 2: Motion Histogram Feature Extraction

Step 1: Segregate the frames from the shot/video

Step 2: the frames are transformed to I, P, and B frames

Step 3: P frames are extracted since it has motion information

Step 4: Obtain motion histogram with one hundred and twenty one bins

Step 5: iterate the above steps for all the p frames in the video

Step 6: obtain normalize histogram by considering the average of all the attained histograms

Step 7: do again steps 1 to 6 for all shots

2.3 CBVR System Design

The existing CBVR systems are based on low level features [10]. We can't describe the complete video content with the help of low level features since video description varies from person to person with respect to psycho visual system [20]. To design a CBVR system, first, what type of video database we are working on has to be decided? Video databases are of many types such as medical, sports, news, animation, lecture, movies and cartoon video databases. Secondly, what type of query given by user should be resolved? The types of query are text based, image based, object based, sketch based, shot based and scene based queries [21].

The objective of CBVR system is to retrieve the data base videos whose content is similar to that of user query. Direct comparison between two videos is very difficult because of huge content, a large number of computations and a lot of time consumption [22]. It is easy to compare the features of a query video to those of a database video that is to be retrieved rather than comparing of entire video content [23]. Therefore, the designers of CBVR systems have to follow two major steps- Feature Extraction and Similarity matching [24][25].

The proposed frame work is shown in figure 1.

Algorithm 3: Proposed Video Retrieval

1. A video is selected from the data base

2. The technique Spatio-Temporal Scale Invariant Feature Transform Algorithm (SIFT) [3] [7] is used to detect the Shot transitions.

3. Representative frames are extracted using Image Information theory

4. A hybrid feature vector is generated by the combination of HSV color histogram and motion feature vector.

5. Iterate steps 1 to 4 for rest of the videos in the data base.

6. Similarity matching is done between using Euclidean distance.

7. Videos are obtained based on less than the limit value of the range.

III. EXPERIMENTAL OUTCOMES

In this research work, we took 400 videos from TRECVID data set from various categories like Entertainment,
Sports, Cartoon, News, Commercial, and Lecture. First, we integrated vectors for color and motion features [4][5] and stored them in the database for the feature vector. We followed the suit for the offline video database and web query that generated an integrated function vector. Euclidean distance was later used to calculate the similarity between the vector of the query feature and the database of the vector function. The limit value was used to determine resemblance or dissimilarity between the request and the vector function of the database. The videos are obtained from the video database that are indexed with comparable function vectors. Figure 2 shows the query video and Figure 3 shows the recovered videos.

![Figure 2: Input Video](image)

![Figure 3: Retrieved Videos using Proposed Scheme](image)

**Performance Evaluation**

The performance of the hypothesized Spatio-Temporal Feature Extraction algorithm Hybrid Color and Motion Histogram algorithm (HCMH) is evaluated on a database of three hours of news, commercials, documentaries, sports, movie and cartoon video sequences.

\[ \text{Recall} = \frac{\text{Number of True videos retrieved}}{\text{Total number of True videos}} \quad (3.1) \]

Whereas Precision is defined as

\[ \text{Precision} = \frac{\text{Number of True Video Retrieved}}{\text{Total number of Video retrieved}} \quad (3.2) \]

\[ \text{F1 measure of Recall and Precision, can be defined as} \]

\[ \text{F1 measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \quad (3.3) \]

The detector is said to be good if it gives high value for both Precision and Recall. Table 1 shows Precision, Recall and F1 Measure for different genre using Existing Histogram Clustering (HC) and Proposed Spatio-Temporal Feature Extraction method Hybrid Color and Motion histogram (HCMH) methods respectively.

**Table 1: Precision, Recall and F1 measure using Existing & Proposed methods**

<table>
<thead>
<tr>
<th>Type of Video</th>
<th>Existing Histogram Clustering</th>
<th>Proposed HCMH Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Entertainment</td>
<td>0.950</td>
<td>0.850</td>
</tr>
<tr>
<td>Sports</td>
<td>0.870</td>
<td>0.843</td>
</tr>
<tr>
<td>Cartoon</td>
<td>0.852</td>
<td>0.926</td>
</tr>
<tr>
<td>News</td>
<td>0.901</td>
<td>0.892</td>
</tr>
<tr>
<td>Commercial</td>
<td>0.873</td>
<td>0.827</td>
</tr>
<tr>
<td>Lecture</td>
<td>0.954</td>
<td>0.947</td>
</tr>
<tr>
<td><strong>Mean value</strong></td>
<td><strong>0.900</strong></td>
<td><strong>0.880</strong></td>
</tr>
</tbody>
</table>

Figure 4 and Figure 5 shows the performance comparison of Histogram Clustering (HC) and HCMH method in terms of Precision and Recall respectively for the values specified in table 1.

![Figure 4: Performance comparison of Histogram Clustering and HCMH in terms of Precision](image)

![Figure 5: Performance comparison of Histogram Clustering and HCMH in terms of Recall](image)

As shown in Figure 4 and in Figure 5, the proposed yields better result in terms of Precision, and Recall the proposed algorithm shows better result compared to Existing.
IV. CONCLUSION

In this paper, the novel spatio-temporal feature extraction algorithm Hybrid Color and Motion Histogram method is proposed. Since video is the temporal unit, a motion feature is combined with the spatial features in this proposed work. After combining the motion feature, the overall performance has been increased from 90% to 94.6% in terms of Precision, 87% to 93.1% in terms of Recall and 88% to 93.5% in terms of F1-measure as shown in performance analysis. When using TRECVID data set also the overall performance has been increased from 90% to 94.3% in terms of Precision, 89% to 93.25% in terms of Recall as shown in Table 1. The experimental result shows that the detector performs better in terms of Precision and Recall.
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