Development of a Simple Graphical Interface Based Software for Machine Learning and Data Visualization


Abstract: Machine learning has become one of the foremost techniques used for extracting knowledge from large amounts of data. The programming expertise required to implement machine learning algorithms has led to the rise of software products that simplify the process. Many of these systems however, have sacrificed simplicity as they evolved and included more features. In this study, a machine learning software with a simple graphical user interface was developed with a special focus on enhancing usability. The system made use of basic graphical interface elements such as buttons and textboxes. Comparison of the system with other similar open-source tools revealed that the developed system showed an improvement in usability over the other tools.
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I. INTRODUCTION

Due to the increase in data generating devices and systems, there has been an exponential increase in the amount of data stored in electronic format in the past few decades[23]. As the volume of data being generated is increasing, so is the amount of effort required for human beings to manually process them. This led to the introduction of machine learning, an attempt to automate the data analysis and processing procedures.

Machine learning can be defined as the art of giving machines the ability to detect meaningful patterns in data and make decisions based on these patterns without being explicitly programmed [1]. This involves giving the machine a training data, generating a model from this training data and then using this model to predict future data. This is very useful for tasks that are too complex for explicit programming and tasks that require adaptivity.

The field of Machine learning is one of the fastest growing fields of computer science, with a wide range of applications. These applications include, but are not limited to: speech recognition (Deng and Li[3], fraud detection [1], recommender systems [5], anti-spam filters, medical diagnosis[3], bioinformatics [2], and computer vision.

There are many algorithms available to perform these tasks. Examples are classification algorithms such as K-nearest neighbors, Support Vector Classifier and Naïve Bayes classifier; Regression algorithms such as Linear Regression and Support Vector Regression; Clustering algorithms such as Mean Shift and KMeans; and deep learning algorithms such as the Artificial Neural Network. The technical know-how required to implement the various algorithms available in machine learning makes it a challenge for non-programmers to be able to make use of them. Therefore, it is necessary to provide a graphical user interface (GUI) based application which hides the implementation details of these algorithms from the user and also provide visualizations, therefore making it easy for non-technical users to use. There are various existing open source software packages that provide graphical user interface functionalities for machine learning tasks such as WEKA, RapidMiner, KNIME, and Orange.

The Waikato Environment for Knowledge Analysis, WEKA [25] is one such system. It provides easy access to machine learning tasks such as data preprocessing, classification, regression, clustering, visualization and feature selection with both GUI and command line interface. RapidMiner Studio [4] is a similar platform developed by RapidMiner. It has both proprietary and open source versions. It also provides an integrated environment for easy preprocessing, machine learning, and predictive analytics. However, some of its features are limited in the open source version.

KNIME (Konstanz Information Miner) is a data analytics, reporting and integration platform that uses modular data pipelining to implement its machine learning components. While these applications have their advantages, the steep learning curve associated with them due to their large amount of functionalities and also the large amount of system memory they occupy has created the need to produce a simpler software focused on accommodating beginners.

The primary purpose of this paper is to develop an application which simplifies machine learning tasks by abstracting them into simple GUI operations. The software presented in this paper will provide users without the knowledge needed to write programs the opportunity to perform basic machine learning and visualization tasks by simplifying these tasks into GUI operations. It will also help experienced machine learning programmers who wish to quickly build machine learning models for small tasks to save time. The algorithms to be considered in the proposed software are limited to: i. K-nearest neighbors, ii. Support vector classifier, iii. Linear regression, iv. Ridge regression, v. Lasso regression, vi. Support vector regression, vii. K-Means, viii. Mean shift, ix. Artificial neural network.

II. RELATED WORKS

2.1 Overview

As computer technology is advancing, more people are making use of computer
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systems for various tasks. This implies that more people without much knowledge of programming need to perform tasks that require expert programming knowledge. As a result, many efforts have been made to solve this problem by creating software tools that can significantly simplify these tasks [13].

The tools created for machine learning have varied in many aspects such as type (library, platform, framework), intended users (beginners, experts), interface (CLI, GUI, API), domain (business, computational biology, statistics, general), licensing (open-source, proprietary) and functionality among many others. In the rest of this chapter, some of these characteristics are discussed and some existing tools are reviewed.

2.2 Features of Machine Learning Tools

2.2.1 Software type
Programming languages are the lower level tools for machine learning. The choice of programming language used for a machine learning project may have a huge impact on the results. This can be due to factors such as ease of use, speed, scalability, extensibility, availability of libraries, data structures and other programming structures [8]. Some of the commonly used programming languages are Python, R, C++ and Java.

Libraries and packages are collections of facilities such as functions and methods that can be called by the user. Libraries usually provide only discrete facilities, that is, their facilities are specialized for specific tasks.

Platforms and toolkits provide more functionality than libraries, often enough to complete whole projects. They can contain their own integrated development environments. Their features are loosely coupled, enabling the user to tie them together in various ways [20].

2.2.2 User Interface
User interface design is one of the central issues on the usability of a software having a huge impact on the learnability of the software [21].

Machine learning tools with command line interfaces (CLI) feature text editors where users can enter command in the language supported by the tool. Such tools use visual elements sparingly and are therefore more suited to experienced users. They offer more flexibility to the user but they feature a steep learning curve. Work done on CLI is reproducible by simply saving the commands as scripts. Scikit-learn [10] is an example of CLI tools.

Machine learning tools with graphical user interfaces are usually easier for non-technical users to work with, because they tend to focus on graphical presentations such as visualizations. They also require lesser programming knowledge compared to their pure library counterparts. A major downside of this is that the interface imposes some restrictions on the actions a user can perform. An example of this type of tool is RapidMiner [4].

Machine learning tools with application programming interfaces provide interfaces that external programs can link to. This enables users to be able to incorporate machine learning into their own programs. An example of this type of tool is the LIBSVM library written in C++ and C programming languages.

2.2.3 Domain of application

While some machine learning tools are made for general purpose use, others are made for domain specific tasks. There is also a subset that are made for specific domains but can be used for general purpose tasks. Orange (Demsar et al.[14]) and Scikit-learn [10] are examples of general purpose tools while KNIME [17] is a tool with focus on computations in Chemistry but with general purpose applications.

2.2.4 Target users
Tools made for non-technical users tend to be more intuitive, visually-oriented and less technical. Such tools also feature reduced functionalities in order to avoid feature clutter. This ensures that simplicity, ease of use and learnability are maintained.

Tools made for experienced users on the other hand usually favor functionality and flexibility more than ease of use and learnability.

2.3 Existing Machine Learning Tools

In the past couple of decades, machine learning has become a popular method for performing tasks that require the extraction of information from datasets [6]. Several software tools have been developed to make machine learning programming easier and faster. They are in the form of:

i) Programming languages,
ii) Libraries/Packages,
iii) Graphical User Interface-based applications, platforms and toolkits,
iv) Combinations of any of these.

2.3.1 Programming Languages

Python
Python is one of the most popular programming language for machine learning because of its simple syntax, its modular architecture, and its huge repository of libraries. It can be challenging though for beginners to master the language because of its steep learning curve.

R Statistical Programming Language
R is a similar language designed mainly for statistical computing, data mining and machine learning. This domain-specific nature of the language together with its huge repository of libraries positioned it among the most widely used languages for machine learning [9]. Like Python, it can also be difficult to use for beginners.

2.3.2 Machine Learning Libraries

Scikit-learn
Pedregosa et al. [10] developed Scikit-learn, a python module which contains an array of advanced machine learning algorithms for medium-scale supervised and unsupervised problems. It contains several classification, regression and clustering algorithms including support vector machines and random forests, and is designed to work with NumPy and SciPy, the Python numerical and scientific libraries. The main focus of the Scikit-learn package is to make machine learning more accessible to non-specialists using a general-purpose high-level language. Although, to use the package, a good knowledge of python programming is required, it still manages to considerably simplify the process by abstracting complex multi-line code into simple single-line method calls.

JSAT
Edward Raff [11] presented Java Statistical Analysis Tool (JSAT), a machine learning library written in Java and available under the GNU General Public License (GPL). It implements more than a hundred algorithms for classification, regression, clustering and visualization using an object-oriented framework. The main motivation for developing JSAT was to create a tool in
the Java environment which is relatively fast and easy for developers, and provides further flexibility for researchers to create and compare new algorithms. Like its counterpart in Python – Scikit-learn – it also requires some programming knowledge to use.

**MLPY**
MLpy is an open source machine learning library built on the Python NumPy, Scipy and GNU scientific libraries. It provides a variety of state-of-the-art machine learning techniques to solve both supervised and unsupervised problems. It is aimed at finding a middle ground between modularity, usability and efficiency. Although mlpy can be used for general purpose applications, its main focus is on computational biology [18].

**MLR**
Mlr is a package which provides a generic, object-oriented, and extensible framework for machine learning in the R programming language. It contains more than 160 modelling techniques for classification, regression, clustering and survival analysis. It also allows hyperparameter tuning, feature selection and visualizations [19]. The main targets of the mlr package are experienced practitioners and researchers.

**2.3.3 Graphical User Interface (GUI) Tools**

**Waikato Environment for Knowledge Analysis (WEKA)**
WEKA is a machine learning workbench developed in Java [25]. It provides an integrated environment with an interactive interface, a variety of machine learning algorithms, and various preprocessing, experimentation, and post-processing tools. It is one of the most popular machine learning tools for researchers and end users because of its exhaustive collection of algorithms, its ease of use due to its GUI, and its availability for free under the GNU GPL license [12]. In addition to WEKA’s GUI, it also provides a simple Command Line Interface (CLI) which allows direct execution and also gives an expert user more freedom than the GUI.

**Orange**
Orange is a component-based toolbox for machine learning, data mining and visualizations written in Python under the GPL license [14]. Orange uses Python’s open source libraries like Numpy, Scipy and Scikit-learn for its basic functionalities. It also uses the cross-platform Qt library to implement its visual interface. Orange's architecture is made of a canvas interface which the user can create their data analysis workflow on by placing widgets on it. The widgets provide the basic functionalities of the software and they are grouped into 'data', 'visualize', 'classify', 'regression', 'evaluate' and 'unsupervised'. In addition to the visual interface, Orange also contains a scripting interface which allows experienced programmers to use the software as a library.

**RapidMiner**
RapidMiner is a Java-based data mining tool with an IDE for machine learning, data mining, text mining, predictive analysis and business analytics [4]. It provides a visually appealing GUI which allows the user to simply connect visual components called operators together to form processes. RapidMiner supports about twenty-two file formats [15]; most types of databases; more than a hundred learning schemes and more than 1,500 techniques for data integration, transformation, analysis, modelling, visualization, attribute selection, outlier detection and parameter optimization.

**KNIME (Konstanz Information Miner)**
KNIME is an open source software platform for data analytics, reporting and integration [17]. It is based on the Eclipse platform. It enables the user to create workflows by connecting visual components, execute the workflows and analyze the results. KNIME was made with focus on Pharmaceutical research such as molecular analysis therefore it contains packages specifically made for such purposes.

**Rattle**
Rattle is a free open source GUI package for statistical analysis and model generation using the R statistical programming language. It is very suitable for learning machine learning with the R language because of the simple user interface it provides and because of its Log Code tab which generates the R script for all user’s interactions with the GUI components, which can be copied by the user. It also provides a facility for partitioning the dataset into training, validation and testing sets [16].

**2.4 Comparison of Tools**
Some studies have been carried out to compare existing machine learning tools using characteristics such as functionality, usability and extensibility.

Chen, Williams, and Xu [22] conducted a survey and evaluation of twelve commonly used open source data mining and machine learning tools. ADAM, AlphaMiner, Databionic ESOM, Gnome Data Miner, KNIME, Mining Mart, MLC+++, Orange, Rattle, TANAGRA, Weka and YALE (RapidMiner) were chosen for the survey. Features such as general characteristics, data source accessibility, data mining functionality, extensibility, and usability of each software were used as the criteria for evaluation. The study showed that each software had its own strengths and weaknesses. YALE was found to support the most number of data sources, AlphaMiner, KNIME and Weka were found to contain the highest amount of functionality and better usability.

Rangra and Bansal [23] conducted a comparative study of data mining tools. They presented a comprehensive and theoretical analysis of six tools including RapidMiner, Orange, KNIME, Weka, KEEL, and R. After the description of the specifications, features, advantages and disadvantages of the tools, it was concluded that KNIME and Weka are most suitable for non-technical users, while RapidMiner and Orange are more suitable for advanced users.

Saravananpriya [24] conducted a survey of open source data mining tools including Orange, RapidMiner, Weka, JHepwork and KNIME. The features and uses of each tool were discussed in the research.

### III. METHODOLOGY

#### 3.1 System Architecture

The system architecture presents the conceptual view of the proposed system showing the various components and their interconnectivity. Figure 1 below shows the architecture of the proposed system.
3.2 Use Case Diagram

The use case diagram shows the different actors in the system and the actions each can perform with the system.

3.3 Modular Structure

The system will be divided into five modules:

i. Preprocess: This module will handle the operations concerned with the loading of datasets, cleaning, selection and transformation of data. The module will also require the dataset to be loaded before other modules can be accessed.

ii. Classify: This module will contain the various classification algorithms.

iii. Regression: This module will contain the various regression algorithms.

iv. Cluster: This module will contain the various clustering algorithms.

v. Error Handler: This module will handle the errors that occur during the operation of the system.

3.4 Algorithm

Step 0: Start

Step 1: Read dataset

Step 2: Preprocess dataset

Step 3: Select algorithm

Step 4: Build model

Step 5: if task category != clustering

   a. Read features for prediction

   b. Generate prediction

Step 6: Generate visualization

Step 7: Save model

Step 8: Stop

3.5 Flowchart

![Flowchart for the Proposed System](image-url)
IV. IMPLEMENTATION, RESULT AND DISCUSSION

4.1 Implementation Tools

4.1.1 Programming Language and Libraries
The programming language of choice for the implementation of the software is Python. Python is a modern language that is easy to write and easy to read because of its formatting style. It has a rich collection of libraries for machine learning and data visualizations.

4.2 System Graphical User Interfaces

Figure 4 shows the preprocessing tab where the user can load the data file, view some details about the data and apply preprocessing operations on the data.

Figure 4: Preprocessing Tab

The data explorer shown in Figure 5 enables the user to see the data in a tabular format. The data explorer is populated immediately the data is loaded.

Figure 5: Data explorer
The visualization tab as shown in Figure 6 enables the user to create scatter plots, line plots, and histograms. The user is able to select which features to plot from the input data.

Figure 6: Visualization Tab

The classifications tab illustrated in Figure 7 is where the user can select the algorithm parameters and perform model training, testing, and prediction. A data explorer is also provided where the user can see the results of the prediction in tabular format.

Figure 7: Classification Tab

4.1 Performance Comparison with Existing Systems

The testing process was divided into two phases. The first phase is the quantitative testing where metrics such as accuracy and runtime of the system were compared with those generated by Weka, Orange, RapidMiner, and KNIME on the same data. The results are shown in Table 1.
The second phase of the testing is the qualitative testing where the developed system, Weka, Orange, RapidMiner, and KNIME were evaluated for its usability by a group of users consisting of both experienced programmers and non-programmers. The users were asked to evaluate the systems by filling the System Usability Scale.

Table 2 System Usability Scale scores

<table>
<thead>
<tr>
<th>Developed Software</th>
<th>Weka</th>
<th>RapidMiner</th>
<th>Orange</th>
<th>KNIME</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>92.5%</td>
<td>86.1%</td>
<td>85.91%</td>
<td>98.59%</td>
</tr>
<tr>
<td>SVC</td>
<td>100.0%</td>
<td>85.2%</td>
<td>85.92%</td>
<td>85.92%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>88.89%</td>
<td>84.3%</td>
<td>85.92%</td>
<td>87.79%</td>
</tr>
</tbody>
</table>

V. CONCLUSION

From the analysis and assessment of the developed software, it can be concluded that the simplicity approach taken its development has been able to improve its usability for novice users, thereby giving the users more opportunities to take advantage of machine learning.

5.2 Recommendations

Future work should focus on providing more algorithms and advanced features while still retaining simplicity. Features that can be added include:

i. Pipelining
ii. Hyperparameter tuning
iii. Ability to edit data directly on the application
iv. More visualization types and more customization options
v. Metrics such as confusion matrix, specificity, sensitivity and Area under ROC curve
vi. Interactive tutor for beginners
vii. Artificial Neural Networks should be included

Similar software should also be developed for mobile operating systems such as Android and iOS.
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