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Abstract: Forest fires have become one of the most frequently occurring disasters in recent years. The effects of forest fires have a lasting impact on the environment as it lead to deforestation and global warming, which is also one of its major cause of occurrence. Forest fires are dealt by collecting the satellite images of forest and if there is any emergency caused by the fires then the authorities are notified to mitigate its effects. By the time the authorities get to know about it, the fires would have already caused a lot of damage. Data mining and machine learning techniques can provide an efficient prevention approach where data associated with forests can be used for predicting the possibility of forest fires. This paper uses the dataset present in the UCI machine learning repository which consists of physical factors and climatic conditions of the Montesinho park situated in Portugal. Various algorithms like Logistic regression, Support Vector Machine, Random forest, K-Nearest neighbors in addition to Bagging and Boosting predictors are used, both with and without Principal Component Analysis (PCA). Among the models in which PCA was applied, Logistic Regression gave the highest F-1 score of 68.26 and among the models where PCA was absent, Gradient boosting gave the highest score of 68.36.

Index Terms: Forest Fires, Principal Component Analysis, Supervised Learning Algorithms, Ensemble Learning Algorithms.

I. INTRODUCTION

Forest fires (also known as wildfires) have become one of the most frequently occurring disasters in recent times. Large acres of forest area are getting destroyed due to these wildfires. One of the main reasons behind the occurrence of forest fires is global warming which attributes to the increase in average temperature of the earth. The other reasons are due to lightning, during thunderstorms, and human negligence. Each year an average of 1.2 million acres of forest in the US get destroyed due to the wildfires. In India forest fires have increased by 125% between the years 2016 and 2018.

Forest fires can lead to deforestation which has a lot of negative impact on the human society. The usual process of dealing with wildfires is where the satellite images of the forest fires are captured and the authorities are notified by its occurrence and the measures are taken to stop it [1]. But the above process will happen only after the occurrence of the wildfires and before even attempting to take the first step of action there will already be few acres of forest area destroyed. The whole process should be known in advance and should be mitigated. The process should not only be time efficient but also be cost efficient.

Data mining is one such efficient approach in which the forest fires can be predicted based on their past occurrences [2], [3], [4]. Data mining requires an authentic and a clean set of data for prediction. If the dataset is not clean or if there are many unknown values then those values must be taken care of before we use them for modeling. The dataset present in the UCI Machine learning repository about the forest fires is used for prediction [5]. The tabulated data is about the wildfires that happened in the Montesinho park situated in Portugal.

Cortez et al. proposed a related work to predict the area burned by the forest fires using the dataset [5]. Initially, the feature ‘area’ was transformed using ln(x + 1) function. Data mining models were applied and fitted. Post-processing was done on the outputs with the inverse of ln(x + 1) transform. The experiment was conducted using 10-fold (cross-validation) x 30 runs. The metrics used there for regression were MAD (Mean Absolute Deviation) and RMSE (Root Mean Square Error). Support Vector Machines with Gaussian kernel using 4 features, namely temperature, relative humidity, wind speed and rain, and Naïve mean predictor obtained the best MAD and RMSE values, respectively. The results also suggest that SVM predicted small fires with better accuracy. G E Sakr et al. proposed a forest fire prediction method based on meteorological data [6]. The results suggest that SVM gave a higher accuracy for a two-class prediction and for a four-class prediction.

In this paper instead of predicting the area of the forest burned, the occurrence of the forest fire is predicted using classification techniques. Apart from the learning algorithms like Logistic regression, Support Vector Machine and Random Forest, this paper also takes into account the ensemble Bagging and Boosting classifiers [7], [8], [9]. The performance metric used in this work is the F-1 score which considers both precision and recall as an evaluating measure [10], [11].

II. EXPLORATORY DATA ANALYSIS

The dataset consists of the following features: X and Y axes special coordinates within the park, Fine Fuel Moisture Code (FFMC), Duff Moisture Code (DMC), Drought Code (DC) and Initial Spread Index (ISI). The other features used are temperature, relative humidity, wind speed, outside rain and the forest area that is burnt. All these features have been collected on all days for an entire year from January to December.
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Fig. 1 Sample 10 rows of the dataset.

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>month</th>
<th>day</th>
<th>FFMC</th>
<th>DMC</th>
<th>DC</th>
<th>ISI</th>
<th>temp</th>
<th>RH</th>
<th>wind</th>
<th>rain</th>
<th>area</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7</td>
<td>mar</td>
<td>fri</td>
<td>86.2</td>
<td>26.2</td>
<td>94.3</td>
<td>5.1</td>
<td>8.2</td>
<td>51</td>
<td>6.7</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>oct</td>
<td>tue</td>
<td>90.6</td>
<td>35.4</td>
<td>690.1</td>
<td>6.7</td>
<td>18.0</td>
<td>33</td>
<td>0.9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>oct</td>
<td>sat</td>
<td>90.6</td>
<td>43.7</td>
<td>680.9</td>
<td>6.7</td>
<td>14.6</td>
<td>33</td>
<td>1.3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>mar</td>
<td>fri</td>
<td>91.7</td>
<td>33.3</td>
<td>77.5</td>
<td>0.0</td>
<td>6.3</td>
<td>97</td>
<td>4.0</td>
<td>0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>mar</td>
<td>sun</td>
<td>89.3</td>
<td>51.3</td>
<td>102.2</td>
<td>9.9</td>
<td>11.4</td>
<td>99</td>
<td>1.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>aug</td>
<td>sun</td>
<td>92.3</td>
<td>85.3</td>
<td>488.0</td>
<td>14.7</td>
<td>22.2</td>
<td>29</td>
<td>5.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>aug</td>
<td>mon</td>
<td>92.3</td>
<td>88.5</td>
<td>406.5</td>
<td>8.5</td>
<td>24.1</td>
<td>27</td>
<td>3.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>aug</td>
<td>mon</td>
<td>91.5</td>
<td>145.4</td>
<td>603.2</td>
<td>10.7</td>
<td>8.0</td>
<td>88</td>
<td>2.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>sep</td>
<td>tue</td>
<td>91.0</td>
<td>129.5</td>
<td>692.6</td>
<td>7.0</td>
<td>13.1</td>
<td>63</td>
<td>5.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>sep</td>
<td>sat</td>
<td>92.5</td>
<td>88.0</td>
<td>698.6</td>
<td>7.1</td>
<td>22.8</td>
<td>40</td>
<td>4.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Fig. 2 The dataset with a newly added column ‘fire’.

As given in the Fig.2, the ‘fire’ feature is derived from the ‘area’ feature where the values of 0 in the column ‘area’ corresponds to 0 in column ‘fire’ and values above 0 corresponds to 1 in the column ‘fire’, denoting the presence of forest fires.

Fig. 3 The correlation plot between different features in the dataset.

The dataset is checked for null values in any of the columns and cleaned. The column ‘fire’ is created using the column area where the value of ‘fire’ is 1 if the value of ‘area’ is greater than 0 and is 0 if the value of ‘area’ is also equal to 0.

Fig. 4 Box plot showing the variation in values for the different features of the dataset.

Fig. 5 Plot consisting of variation of FFMC with respect to ‘fire’ and is hued with respect to ‘fire’. The value of 0 for ‘fire’ means there is no occurrence of forest fires and 1 represents the occurrence of forest fires.

Fig. 6 Box plot representation of the variance of FFMC with respect to each month.

The values of FFMC in the dataset are constantly and continuously spread with many values slightly deviating away from the mean values. The range of values is very less as shown in Fig.4. The value of FFMC varies a lot in the month of January. Fig.6 suggests that the range of values for FFMC in the month of January is closed and does not have any...
outliers. The values remain constant in the month of November. It is strongly correlated with the values of ISI with a positive coefficient of 0.53 as shown in the Fig.3. It shows a considerable amount of negative correlation with RH at -0.3. Fig.5 suggests that the values of FFMC when there are no forest fires, predominantly take values above 80 and very few lie below 70. When there is forest fires the values of FFMC are always above 60.

Fig.7 Plot consisting of variation of DMC with respect to ‘fire’ and is hued with respect to ‘fire’. The value of 0 for ‘fire’ means there is no occurrence of forest fires and 1 represents the occurrence of forest fires.

Fig.8 Box plot representation of the variance of DMC with respect to each month. The values of DMC are continuously spread and the values have a larger range. There are quite a few values that deviate from the mean values as shown in the Fig.4. Fig.8 suggests that the variation in the values is significant at times (e.g., August), while at other times it is very minimal (e.g., November). Sometimes, the values tend to deviate significantly from the mean value (e.g., July and September). The values are strongly correlated with the values of ISI where the correlation coefficient’s value is 0.68 as shown in the Fig.3. It is negatively correlated only with the features ‘X’ and ‘wind’. Fig.7 illustrates that the values of DMC are equally spread right from 0 to 300 when there is no forest fire. Even when there are no forest fires, the values are equally spread from 0 to 300.

Fig.9 Plot consisting of variation of DC with respect to ‘fire’ and is hued with respect to ‘fire’. The value of 0 for ‘fire’ means there is no occurrence of forest fires and 1 represents the occurrence of forest fires.

Fig.10 Box plot representation of the variance of DC with respect to each month.

The values of DC have the largest value range among all the features in the dataset (see Fig.4). They show variation in such a way that the maximum value found is just above 800 and minimum value is 0. With respect to each month as illustrated in the Fig.10, the values of DC do not vary a lot having very small ranges. Even though the ranges are small, months like January, June, August depict wide range of values. Fig.3 suggests DC has a strong correlation with DMC and also a positive correlation value of 0.5 with temperature. They do not show a strong negative correlation with any other features. Similar to DMC (see Fig.9), the values of DC are spread equally in both the cases.
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Fig.11 Plot consisting of variation of ISI with respect to ‘fire’ and is hued with respect to ‘fire’.

The value of 0 for ‘fire’ means there is no occurrence of forest fires and 1 represents the occurrence of forest fires.

Fig.12 Box plot representation of the variance of ISI with respect to each month.

The range of values of ISI is small and most of the values are very close to each other (see Fig.4). There are few values that lie outside the range. The values vary a lot in the month of August, June, July as illustrated in the Fig.12. They do not show variations in the month of November. ISI values show a good correlation with the values of temperature. They do not show any strong negative correlation as Fig.3 suggests. The values of ISI when there are no forest fires, predominantly take values below 30 and just one lie above 30. When there is a forest fire, the values of ISI are always below 30 as shown in the Fig.11.

Fig.13 Plot consisting of variation of temp with respect to ‘fire’ and is hued with respect to ‘fire’.

The value of 0 for ‘fire’ means there is no occurrence of forest fires and 1 represents the occurrence of forest fires.

Fig.14 Box plot representation of the variance of ‘temp’ with respect to each month.

The values of temperature are within a small range and are very close to each other as shown in the Fig.4. They are measured in terms of degree Celsius. The values that deviate from mean are very less. Fig.14 suggests that they show great variation in the month of February, April and July. The variations are very less in the month November, December and January. The positive correlations of the temperature feature with other features are very weak (correlation coefficient less than 0.5). They show a considerable amount of negative correlation with the feature RH (see Fig.3). The values of temperature are spread equally when there is presence of forest fires and also during absence of forest fires (See Fig.13).

Fig.15 Plot consisting of variation of RH with respect to ‘fire’ and is hued with respect to ‘fire’.

The value of 0 for ‘fire’ means there is no occurrence of forest fires and 1 represents the occurrence of forest fires.
The values of Relative humidity (RH) are within a small range and are very close to each other (see Fig.4). The number of values that deviate from the mean are very less. The values vary a lot in the month of December and May without any outlying value as shown in the Fig.16. Like the other features, RH values do not show any variations in the month of November. They are weakly correlated with all the features except temperature as illustrated in the Fig.3. Fig. 15 suggests that the values of RH are spread equally when there is presence of forest fires and also during absence of forest fires.

Fig.16 Box plot representation of the variance of RH with respect to each month.

Fig.17 Plot consisting of variation of ‘wind’ with respect to ‘fire’ and is hued with respect to ‘fire’. The value of 0 for ‘fire’ means there is no occurrence of forest fires and 1 represents the occurrence of forest fires.

The values of wind speed are very less and are closer to each other (See Fig.4). The outlier count is very less. The values vary a lot in the month of February and July. They do not vary in the month of November as shown in Fig.18 and are weakly correlated with all the features. The speed of the wind is measured in terms of Km/hr and range from 0.4 to 9.4 Km/hr. The values of wind are spread equally when there is presence of forest fires and also during absence of forest fires with the range being slightly larger during the absence of forest fires as shown in the Fig.17.

Fig.18 Box plot representation of the variance of ‘wind’ with respect to each month.

Fig.19 Bar graph showing the frequency of forest fires with respect to its occurrence.

From the dataset it is inferred that the number of times that the wildfires have happened is 270 and number of times the wildfires have not happened is 247 as shown in the Fig.19. The values of FFMC when the wildfires took place have a larger range than when the wildfires did not happen. The values of DC, DMC, temperature, RH and wind speed have a bigger range for both the cases.

Fig.20 Bar graph showing the frequency of occurrence of forest fires with respect to each month.

Fig.20 illustrates that the forest fire frequently happens in the month of August and September. They occur less frequently in the month of April and May. During the other months their occurrence is sporadic and not as much as they occur during August.
Fig. 21 Bar graph showing the frequency of occurrence of forest fires with respect to each place.

The wildfires happen frequently in the place where the X and Y spatial coordinates within the park are 6 and 5, respectively. The places where they are less frequent are at (3,3), (3,5), (6,6), (7,3), (7,6), (8,3), (8,4), (8,8), (9,5), (9,6) as shown in the Fig. 21.

Fig. 22 Tabular representation of the description of each feature.

The feature ‘rain’ has a standard deviation of 0.29 and a variance of 0.09 which is closer to 0 as shown in the Fig. 22. Features that have variance closer to 0 do not have any effect on the model for prediction. So, therefore the features that are considered for modeling are FFMC, DMC, DC, ISI, temp, RH, wind.

The features FFMC, DDMC, DC, ISI, temperature, RH, wind are encoded for categorization. The above process is done to encode similar decimal values with the same value. This ensures that the scaling is done efficiently. The Min-Max scaling is done after the values of the dataset are encoded.

III. NORMALIZATION TECHNIQUES

A. Principal Component Analysis (PCA)

When the number of features in the dataset is large, and there exists correlation among certain features, then PCA is used to convert the higher dimensional correlated features into lower dimensional uncorrelated features [12], [13]. Thus PCA removes redundancy in the dataset, and also achieves a reduction in dimensionality. The new set of variables or components are orthogonal to each other with less dependency. The steps involved in performing PCA are as follows:

(i) Computing the mean and covariance of the matrix (data set)

\[ S = \frac{1}{n} \sum_{i=1}^{n} (\mathbf{x}_i - \bar{x})(\mathbf{x}_i - \bar{x})^T \]  

where,  

\[ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_i \]  

The above equation is to find the mean of the variable.

(ii) Performing Singular Vector Decomposition (SVD)

\[ S = U \Sigma V^T \]  

where,

\[ U \in \mathbb{R}^{n \times n}, \Sigma \in \mathbb{R}^{n \times n}, V \in \mathbb{R}^{n \times n} \]

(iii) Projecting the target matrix,

\[ Y = P^T X \]  

B. Feature Scaling

Feature scaling is a method used to standardize the range of variables of a data [14]. It is basically normalizing the data and generally done during the pre-processing step. This paper uses Min-Max scaling for normalizing the data.

1) Min-Max Scaling

It is a scaling where the range of values is scaled within the range of [0,1] or [-1,1]. The target range is selected based on the nature of the data [15]. The relationship among the original data is preserved after the normalization.

\[ x' = \frac{x - \min(x)}{\max(x) - \min(x)} \]  

where, \( x \) is the value to be normalized

\( \min(x) \) is the minimum value that \( x \) takes in the column.

\( \max(x) \) is the maximum value that \( x \) takes in the column.

C. Label Encoding

Label encoding enumerates each and every value in a column and also similar values are given similar numbers. The categories ‘yes’ and ‘no’ are encoded as 1 and 0. Since, algorithms like XGBoost do not support categorical values and only numerical values, those values should be enumerated. It is similar to Ordinal encoding where the features other than the target variable are encoded and in Label encoding the target variable is also encoded additionally [16].

IV. MACHINE LEARNING TECHNIQUES

Some of the techniques used for solving regression and classification problems used in this study are discussed as follows.

A. Logistic Regression

Logistic Regression is a machine learning method used for modeling a binary dependent variable [17], [18], [19]. It is a form of binomial regression. The dependent variable takes a binary form – 1 or 0, yes or no. The relationship between
the dependent variable and the independent variable helps it to predict the target variable. Logistic regression uses sigmoid function to determine their probability and map them to some discrete values. The sigmoid function is as follows:

$$\phi(z) = \frac{1}{1 + e^{-z}}$$

![Graphical representation of sigmoid function](image)

**Fig.23** Graphical representation of sigmoid function

Fig.23 illustrates that the value of $\phi(z)$ is within the range of [0,1]. Hence it can be said that $\phi(z)$ represents the probability of the occurrence of ‘z’.

**B. Support Vector Machine (SVM)**

The data is plotted in N-Dimensional space where the coordinates in the plot corresponds to its value [20]. Then a hyper-plane is found which distinguishes the two classes as shown in the Fig.24. The points in the plot are called as support vectors.

![Graphical representation of hyper-plane and the support vectors.](image)

**Fig.24** Graphical representation of hyper-plane and the support vectors.

The most important aspect of SVM’s is to find the right hyper-plane [21], [22]. The right hyper-plane has the maximum width among all the plausible hyper-planes so that the number of data items that are classified incorrectly is minimized. The right hyper-plane also eliminates over-fitting and under-fitting of training data. The present work uses Radial Basis Function (RBF) as the kernel for SVM.

**C. Random Forest**

Random forest uses ensemble learning to construct multiple decision trees using the training set. During classification it computes the mode of the results obtained from the individual trees and during regression it computes the mean of the results obtained from the same [23]. The advantage of random forest over decision tree is that they correct the over-fitting nature of the decision trees. Random forest algorithms are very efficient in working with image data to classify them [24].

![Decision tree](image)

**Fig.25 Overview of the two decision trees that constitute a Random forest.**

From the Fig.25, two separate decision trees are taken and the outputs from both trees are taken and then summated to give a final decision on the classification of a data.

**K-Nearest Neighbors (KNN)**

KNN is an instance-based learning algorithm, where only a local approximation of the function is done [25], [26]. For the classification of a data, its ‘k’ nearest neighbors is collected and a neighborhood for the data is formed [27]. Then a voting is done locally amongst the neighborhood to classify the data. K-nearest neighbor algorithm is very sensitive to local data.

![KNN](image)

**Fig.26 Representation of the 3 classes classified based on their closest neighborhood.**

The green circle from the Fig.26 has to be classified correctly to its class. It has to be classified either to the ‘blue’ class or to the ‘red’ class. Since its neighborhood has 2 data belonging to the red class and only 1 belonging to the blue class, the green circle is classified as a data belonging to the red triangular class.

**D. Bagging Classifier**

Bagging is an ensemble machine learning method where ensemble is created by combining individual classifiers like decision trees. Each classifier’s (tree) training set is generated by randomly drawing from the original set [7], [9]. In this work, the classifiers used are decision trees. Bagging predictor improves the accuracy of a model by applying a bootstrap sampling to the training dataset. Bagging is generally done to reduce a model’s variance and to control over-fitting.
E. Boosting classifier

Boosting is an ensemble algorithm, which uses a set of classifiers, each having a low accuracy ratio (but not <50%), and hence considered ‘weak’ to build a ‘strong’ classifier [7], [8]. These classifier are trained in sequence, where the error obtained from the ith model is used to improvise the prediction of (i+1)th model.

1) Gradient Boosting

Gradient boosting trains many models in an additive, sequential and measured manner [28]. This algorithm identifies the drawbacks of weak learners by using gradients in the loss function. The loss function is a measure that depicts how efficient are the model’s coefficients at fitting the data [29]. In gradient boosting function the users are allowed to optimize the cost function instead of the loss function (which offers very less control).

2) AdaBoost Classifier

In AdaBoost algorithm, the individual classifiers and the data are assigned with weights such that the model’s focus shifts to those data that are not classified correctly [30], [31]. The algorithm executes the process sequentially and ensures that the weights are correctly modified after each step. The final Hypothesis is given by,

\[ H(x) = \text{sign}\left(\sum_{t=1}^{T} \alpha_t h_t(x)\right) \quad (7) \]

Initially, a weak learner is trained for a distribution ‘D’. After that, the hypothesis takes a low weighted value such that the condition for \( \epsilon_t \) is satisfied. Then accordingly the value the weight of \( \alpha_t \) is chosen. After each iteration, the value of \( D_{t+1}(i) \) is updated and then the final hypothesis is formulated.

3) XGBoost

XGBoost (XGB) stands for “Extreme Gradient Boosting”. It is called so because of its speed and efficient computation when compared to the other gradient boosting algorithms [32]. It has been proven to push the limits of computation power with efficiency to achieve greater results. It is similar to gradient boosting apart from the fact that it performs an additional custom regularization in the objective function.

V. RESULTS

Table 1 Tabulation of F-1 score with respect to each Machine learning algorithm after performing PCA.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>68.26</td>
</tr>
<tr>
<td>Bagging Classifier</td>
<td>61.7</td>
</tr>
<tr>
<td>AdaBoost classifier</td>
<td>57.92</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>54.87</td>
</tr>
<tr>
<td>XGB</td>
<td>56.79</td>
</tr>
<tr>
<td>SVM</td>
<td>42.26</td>
</tr>
<tr>
<td>Random forest</td>
<td>51.14</td>
</tr>
<tr>
<td>KNN</td>
<td>51.14</td>
</tr>
</tbody>
</table>

The dataset was modeled in two different ways, one where PCA was applied and the other without PCA. For the first case, after applying PCA, forming a table with 5 principal components, the dataset was then split into training and test data, with 20 percent of the dataset being the test data. After that the ML techniques were applied for modeling and the results were tabulated (see Table.1). For Logistic Regression, it gave the highest F-1 score of value 68.26. Then it was modeled with Bagging classifier which gave a F-1 score of 61.70. The AdaBoost classifier gave a value of 57.92. The F-1 score for XGB was recorded at 56.97. The gradient boosting gave a value of 54.87. Both Random Forest and K-NN (with 5 neighbors) models gave an accuracy of 51.14. The Support Vector Machine, with RBF, gave the least value among the models that were applied with PCA. The value for SVM model was 42.66.

Table 2 Tabulation of F-1 score with respect to each Machine learning algorithm without performing PCA.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>66.69</td>
</tr>
<tr>
<td>Bagging Classifier</td>
<td>53.69</td>
</tr>
<tr>
<td>AdaBoost classifier</td>
<td>66.51</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>68.38</td>
</tr>
<tr>
<td>XGB</td>
<td>63.62</td>
</tr>
<tr>
<td>SVM</td>
<td>66.33</td>
</tr>
<tr>
<td>Random forest</td>
<td>50.13</td>
</tr>
<tr>
<td>KNN</td>
<td>66.69</td>
</tr>
</tbody>
</table>

The second case was to model the dataset without applying Principal Component Analysis. Then the dataset is then split into the test and train data, with test data constituting 20 percent of the original dataset. After splitting, both the test and train data are scaled within the range of 0-1 using Min-Max scaling. Once the splitting was completed, the models were created and the results were tabulated see (Table.2). For Logistic Regression, the value for F-1 score was 66.69. Then it was modeled with Bagging classifier with a F-1 score of 53.69. The AdaBoost classifier gave a value of 66.61. The F-1 score for XGB was recorded at 63.62. The value for Gradient Boosting was 68.38, the highest value among the models in the second case. The Random Forest model gave an accuracy of 50.13. The K-NN (with 5 neighbors) gave an accuracy of 66.69. The Support Vector Machine, with RBF kernel, gave a value of 66.33.

For the first case the logistic regression gave the highest value at 68.26 and SVM gave the lowest value at 42.66. In the second case, Gradient Boosting classifier gave the highest value at 68.38, which turned out to be the highest accuracy among all the models that were taken into consideration (both Case-1 and Case-2). The least value in the second case was given by Random forest classifier with a value of 50.13.

VI. CONCLUSION

In this paper, the forest fire dataset from the UCI machine learning repository was used to predict the occurrence of a wild fire. To predict its occurrence, a new target variable ‘fire’ was created from the feature ‘area’ to make the prediction a binary classification (whether a forest fire has occurred or not). The results suggest that with PCA, Logistic regression’s performance was the best
among the models considered with an accuracy of 68.26. Without PCA, Gradient Boosting gave the best performance with an accuracy of 68.38 (Highest score with both the cases considered). The work can be extended further by using deep learning models such as Artificial Neural Networks (ANNs) and also by predicting the area of the forest burnt using various regression models.
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