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Abstract: Deciding the right classification algorithm to classify and predict the disease is more important in the health care field. The eminence of prediction depends on the accuracy of the dataset and the machine learning method used to classify the dataset. Predicting autism behaviors through laboratory or image tests is very time consuming and expensive. With the advancement of machine learning (ML), autism can be predicted in the early stage. The main objective of the paper is to analyze the three classifiers Naïve Bayes, J48 and IBk (k-NN). An Autism Spectrum Disorder (ASD) diagnosis dataset with 21 attributes is obtained from the UCI machine learning repository. The attributes have experimented with the three classifiers using WEKA tool. 10-fold cross validation is used in all three classifiers. In the analysis, J48 shows the best accuracy compared with the other two classifiers. The architecture diagram is shown to depict the flow of the analysis. The Confusion matrix with other relevant results and figures are shown.
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I. INTRODUCTION

Autism is a childhood, neurodevelopmental disorder which affects a person’s interaction, communication and learning skills which has become more predominant among younger generations in the recent decade. Clinical examination method conducted conferring to the DSM-V (Diagnostic and Statistical Manual of Mental Disorders) standards for disorder classification [1]. The DSM standards are devised by the US Mental health professionals based on the positive diagnostic knowledges and contributions. These measures are generally implemented in behavioral analytics for classification of ASD from non-ASD. Questionnaire-based and interview oriented clinical examinations are also followed for behavior classification addition to DSM-V standards. ADI-R (Autism Diagnostic Interview-Revised) and ADOS (Autism Diagnostic Observation Schedule) are some common behavior tests. The diagnosis of autism can be done at any age, its symptoms generally appear in the first two years of life and develop through time [2]. These clinical experiments are practiced by certified professionals in laboratory conditions. Autism patients face different types of challenges such as difficulties with concentration, learning disabilities, mental health problems such as anxiety, depression, etc, motor difficulties, sensory problems, and many others. Consolidated scores decide the severity [3] of autism in the patients. According to the Centre for disease control and prevention, there is a sustainable growth in the number of children diagnosed with Autism disorder and 1 among 68 Children under the age of 8 in the United States of America is diagnosed with autism and According to WHO [5], about 1 out of every 160 children has ASD. Data mining plays an important role to classify and predict the disease in the early stage [9].

II. PROBLEM SPECIFICATION

Practitioners used to make decisions based on their experience and physical analysis which may lead to wrong predictions and medications. Meanwhile, any machine learning algorithms cannot be used at a random but a proper analysis is necessary to choose the best algorithm for the prediction of the disease.

III. OBJECTIVE OF THE PAPER

The objective of this work is to propose an analysis of three algorithms for autism prediction using ML techniques and to find the best classifier that could effectively predict autism traits of any age.

IV. ARCHITECTURE DIAGRAM

![Architecture diagram for the proposed work](image)

The Fig 1 shows the architecture diagram of the proposed work. The raw data set is obtained from the UCI repository [10] and other sources. The data set has...
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many missing values, random values which has to be preprocessed before analyzing the result. The missing values may lead to the wrong analysis and can misclassify or wrongly predict the outcome. The preprocessing is done with the Weka tool [4] itself. Then the three algorithms are evaluated to see the performance and other major metrics to check the best algorithm to predict the disease.

Fig 2 shows that 2504 records have been given as a training data and 704 data is used to test the outcome. The evaluation report is used to analyze the algorithms. Autism can be effectively analyzed by the machine learning algorithms [8].

V. ALGORITHMS

A. Naïve Bayes

Let C_1, C_2, …, C_m be m possible classes. Let p X_1, X_2, …, X_p be a set of p predictor values of a record, then the probability that the record belongs to class C_i is:

\[ P(C_i | X_1, \ldots, X_p) = \frac{P(X_1, \ldots, X_p | C_i)P(C_i)}{P(X_1, \ldots, X_p | C_1)P(C_1) + \cdots + P(X_1, \ldots, X_p | C_m)P(C_m)} \] (1)

Where P(C_i) is called the prior probability and P(C_i | X_1, \ldots, X_p) is called the posterior probability. Naïve Bayes is primarily used for situations where all attributes are categorical (numeric attribute values are typically grouped into intervals). Table 1 shows the confusion matrix of the Naïve Bayes algorithm.

Table 1. Confusion Matrix of Naïve Bayes classifier

<table>
<thead>
<tr>
<th></th>
<th>Predicted No</th>
<th>Predicted Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual No</td>
<td>496</td>
<td>19</td>
</tr>
<tr>
<td>Actual Yes</td>
<td>2</td>
<td>187</td>
</tr>
</tbody>
</table>

B. k-NN (IBk)

The k-NN classifier is named as IBk in Weka tool. k-NN is a popular, non-parametric method used for regression and classification [6]. The algorithm is

Step 1: Input: an integer value k.
Step 2: To classify a new record, find the nearest k neighboring records in the training set, based on a distance measure which is the normalized Euclidean distance.
Step 3: For a classification problem, classify the record as a member of the majority class of the k nearest neighbors. For a numeric prediction problem, take the average value of the target attribute of the k nearest neighbors as the predicted value.

Distance Calculation

In a p-dimensional space, the Euclidean distance between two records, a=(a_1, a_2, \ldots, a_p) and b=(b_1, b_2, \ldots, b_p), is defined as:

\[ d(a,b) = \sqrt{(a_1-b_1)^2 + (a_2-b_2)^2 + \cdots + (a_p-b_p)^2} \] (2)

It is not necessary to perform square root operation if the purpose is to compare distance. The Euclidean distance is typically calculated based on normalized values. The Euclidean distance measure implicitly assumes data are numeric. When applied to the categorical data, the difference between two categorical values is defined as zero, if they are the same, and one otherwise. Table 2 shows the confusion matrix of IBk classifier.

Table 2. Confusion Matrix of IBk classifier

<table>
<thead>
<tr>
<th></th>
<th>Predicted No</th>
<th>Predicted Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual No</td>
<td>494</td>
<td>21</td>
</tr>
<tr>
<td>Actual Yes</td>
<td>15</td>
<td>174</td>
</tr>
</tbody>
</table>

C. J48

J48 is an extension of ID3. The added features of J48 are accounting for missing values, decision trees pruning, continuous attribute value ranges, derivation of rules, etc. An open source Java implementation of the C4.5 algorithm is J48 in WEKA. The WEKA tool provides a number of options like tree pruning. Most of the classification algorithms perform recursively until every single leaf is pure to make sure the classification [9] of the data to be as perfect as possible.

The J48 algorithm generates the rules from which specific uniqueness of that data is produced. The objective is increasingly generalization of a decision tree until it gains a balance of accuracy and flexibility. The best attribute is found on the base of the recent selection criterion and that attribute selected for branching.

\[ Entropy(\bar{Y}) = \sum_{i=1}^{n} \frac{|Y_i|}{|\bar{Y}|} \log \left( \frac{|Y_i|}{|\bar{Y}|} \right) \] (3)
The outliers are significant to the result. Some instances are existing in all data sets which are not well-defined and vary from the supplementary instances on its neighborhood [7]. The classification is achieved on the instances of the training set and finally, the tree is formed.

Table 3. Confusion Matrix of J48 classifier

<table>
<thead>
<tr>
<th></th>
<th>N=704</th>
<th>Predicted No</th>
<th>Predicted Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual No</td>
<td>515</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Actual Yes</td>
<td>0</td>
<td>189</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows the confusion matrix for J48 Algorithm. The pruning is performed for reducing classification errors which are being formed by specialization in the training set. Pruning is achieved for the generalization of the tree.

VI. RESULTS AND DISCUSSIONS

Table 4. Evaluation Results

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Classifier</th>
<th>Naïve Bayes</th>
<th>J48</th>
<th>IBk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Rate</td>
<td></td>
<td>3.07%</td>
<td>0%</td>
<td>5.11%</td>
</tr>
<tr>
<td>Percent_Correct</td>
<td></td>
<td>97.27%</td>
<td>100%</td>
<td>95.23%</td>
</tr>
<tr>
<td>Percent_Incorrect</td>
<td></td>
<td>2.73%</td>
<td>0%</td>
<td>4.77%</td>
</tr>
<tr>
<td>Entropy_gain</td>
<td></td>
<td>53.54%</td>
<td>59.08%</td>
<td>27.62%</td>
</tr>
<tr>
<td>Kappa Statistics</td>
<td></td>
<td>0.93%</td>
<td>1.00%</td>
<td>0.88%</td>
</tr>
<tr>
<td>Mean Absolute error</td>
<td></td>
<td>0.03%</td>
<td>0.00%</td>
<td>0.05%</td>
</tr>
</tbody>
</table>

Table 4 shows the Evaluation results for the three classifiers. The error rate is calculated by

\[
\text{Error Rate} = \frac{\text{Incorrectly classified instances}}{\text{Total number of instances}}
\]

The other evaluations like Percent_correct, percent_incorrect, entropy_gain, kappa statistics, mean absolute error are calculated through Weka experimenter. From the results we can easily understand that J48 outperforms compared with other algorithms. The Naïve Bayes performed well compared with IBk algorithm.

Decision tree rules

\[
\text{(result} \geq 7) \Rightarrow \text{Class/ASD=YES (189.0/0.0)} \\
\Rightarrow \text{Class/ASD=NO (515.0/0.0)}
\]
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Fig 7. Summary of J48 classifier

Fig 8. True positive calculation of the three classifiers

Fig 9. False positive calculation of the three classifiers

Fig 10. True negative calculation of the three classifiers

Fig 11. False negative calculation of the three classifiers

Fig 12. IR_precision calculation of the three classifiers

Fig 13. IR_recall calculation of the three classifiers
Figure 3 to Figure 15 are the analysis which has been done through Weka.

VII. CONCLUSION

This paper aimed to analyze the three classifiers to find the outperforming classifier to predict ASD using the data set obtained from UCI repository. The hypothesis of the paper is to find the novelty of the machine learning models which are trained with minimum behavior sets are proficient of better performance or not. The dataset is processed using WEKA tool. The tool shows that J48 predicted the disease with 0% error rate. The future work will be to utilize this result and to develop a software or mobile application to predict the ASD in advance.
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