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Abstract: Poem a piece of writing in which the expression of feelings and ideas is given intensity by particular attention to diction (sometimes involving rhyme), rhythm, and imagery. It is used for showing different views. Every poet writes a poem with a different intention and different views. In the proposed system we have classified the poem according to its sentiments by using words of different categories. Machine learning algorithm SVM classifier is used for differentiating the class of the poem. This system also enables the user to search the poem based on the poet name and poet type. For 341 poems of five categories 'Friend', 'Prem', 'Bhakti', 'Prerna' and 'Desh' accuracy achieved is 93.54%.

Index Terms: Machine Learning, Support Vector Machine, sentiments, Confusion matrix, Accuracy, Error rate.

I. INTRODUCTION

Poetry is kind of expressive combination of lines and words that makes uses of beauty and rhythmic quality of language. The poems have many sentiments to derive from its line and are often very specific towards something. Poems usually have different meaning and it is usually written to depict some object or thing.

It is has rich tradition and mostly used language for expressing something. In the proposed system we are classifying the poem according to its sentiment based on words category and we are working with Marathi language we have seen the work done by poets like Mangesh Padonkar, Arun Kolatkar etc. in poetic gem tradition. In the poetry analysis basic we generally focus on line and words for classification purpose. Each line of the poem contains all the mood related terminologies in the poems that are required to identify based on the classification of the poem.

Poem classification is done by using the SVM algorithms and the terminology. From the past, the poems are very popular in the world. Every poem has quality meaning in it. We have developed the project on this basis. By classifying the poem and we are able to understand the type of poem and poet general nature. In this approach, we classify the poem according to its sentiment. This project depicts poet identification, poem classification (love, nature, etc.). Search by poet name and by poem sentiments. To build a system i.e. “Marathi Poem Classification Using Machine Learning”.

II. LITERATURE REVIEW

“Geetanjali Rakshit, Anupam Ghosh, Pushpak Bhattacharyya, Gholamreza Haffari” used subject based classification using its syntactic and semantic features of Bangla poem and used stylistic features to find poems orthographic features, syntactic features, etc. [1]. We are going to refer to which factors they have used for classification the poem and finding its orthographic, syntactic and lexical feature. “Navinder Kaur, Amanddeep Verma” performed authorship attribution to find author from unseen text and used a classification algorithm to find the author of testing data and analyzed accuracy, precision, recall factors[2]. From this paper, we have learned how to train the classifier model and how to evaluate its performance.

“Pandian*, V. V. Ramalingam and R. P. Vishnu Preet” used author work in the past for classification of unknown Tamil poem and used a decision tree algorithm to find classifier accuracy [4], and we are going to implement it in a better way for our system. “Zhou Guo Dong” used the MIIM model and maximum entropy and chunking strategy to find unknown words [7], we are going to prefer the strategy used in it for checking its performance.

For unknown word detection “Xia Li, Bin Wu, Bailing Zhang” have used the word embedding technique for classification and use of active distance [3]. The results are stored in the dictionary to analyze its meaning. “Jasleen Kaur, Jatinder Kumar R. Saini” uses the concept of NLP, Machine learning, KNN for classification of Punjabi poem [5]. Results show that each classification algorithm has different accuracy; we will analyze the same for our system and use the best algorithms. The work in Indian regional languages like Tamil, Punjabi, and Bangla provided us a brief idea about poet identification, poem summarization, and unknown word detection through various techniques and classification algorithms. We have referred various methods for author and poem detection like we can detect an author using the known work of the author [8]. The chunking strategy and feature based extraction used in gave some briefing about unknown word detection and its analysis according to the poet point of view [6][7]. The emotion classification methods used can be used in sentiment analysis according to poet nature and their view as it is not done in many of the regional languages of India [9].
Further Automatic metric detection can be done using the SVM classifier [10], and we will try to remove the incorrect detection in the future implementation of our idea.

### III. PROPOSED SYSTEM

Fig. 1 shows the proposed system for Marathi Poem Classification.
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Figure 1: Proposed system

In the proposed system we have taken words in our dataset then we have separated stop words and trained the words using Support Vector Machine algorithm, then by using those trained words we classify the poem and to our dataset. The classified poems are according to their sentiments. Using the poem in data we can have search by poet and search by poet sentiment facility.

Fig. 2 displays how the system will work.
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Figure 2: System Architecture

The proposed system will enable the user to find a poem based on category wise classification and poet based classification. The user will understand the different nature of the poem and unique feature, with the help of words which categorize poem into different category like nationalism, love, etc. Users will understand the peculiar feature of every category. The proposed system will be beneficial to the user who has little understanding of Marathi language. It will also enhance poet reputation by analyzing their work in Marathi language and their style of writing the poem and enhancing their style of poetry.

### IV. ALGORITHM

“Support Vector Machine” (SVM) is a supervised machine learning algorithm that can be used for both classification and regression challenges. However, it is mostly used in classification problems. In this algorithm, we plot each data item as a point in n-dimensional space (where n is a number of features you have) with the value of each feature being the value of a particular coordinate. Then, we perform classification by finding the hyper-plane that differentiates the two classes very well.

**DATABASE**

- The initial dataset contains at least 200 words for each category like love, friendship, nationality. These words are used to train the SVM classifier. This word dataset can be increased in the future with the increase in poems.
- We are storing this data in a structured format using MySQL.
- We have a stopwords dataset (the words which are having no sentiments).

**Algorithm: Poem Classification**

**Input**: poem  
**Output**: category of poem  
Initialise: an array array[] with words of poems  
1. array[] = split[poem];  
2. for(word:array)  
3. if(Ispresent(word, stopword))  
4. Tfidf<<category>> remove(word, array)  
5. Array presentword[category] = 0;  
6. Map< <string, int>> tfidf;  
7. for(word:array)  
8. If(category=Ispresent(word, prime))  
9. Tfidf[category] ++;  
10. max = 0;  
11. for(i=0;i<category.length;i++)  
12. if(tfidf[category] > max)  
13. return max;

- Input: Poem  
- Poem words are split with respect to space and taken in an array.  
- We are referring stop words dataset to remove stopwords from the array.  
- Now we are referring word data set to recognize the category of words that are present in the array.  
- The category wise word data is added to the demo table.  
- The SVM classification algorithm is used.  
- The tfidf(frequency of a word is calculated) of each category is calculated.  
- Maximizing the distances between the nearest data point of each class will help us to decide the right hyper-plane and classes are separated.  
- Now when we add an untrained poem then a poem is classified according to its word sentiments.

There are three modules in our system.
1) Module 1: Adding words and stop words to the dataset
In this module, we are adding stop words to stop word dataset, which can be removed at the time of poem extraction. Then we are adding sentiment wise words to the word dataset, which can be further used to train the classifier model.

2) Module 2: Poem Classification
- Poem words are split with respect to space and taken in an array.
- We are referring stop words dataset to remove stop words from the array.
- Now we are referring word data set to recognize the category of words that are present in the array.
- The category wise word data is added to the demo table.
- The SVM classification algorithm is used here.
- The tfidf (frequency of a word is calculated) of each category is calculated.
- Maximizing the distances between the nearest data point of each class will help us to decide the right hyper-plane and classes are separated.
- Now when we add an untrained poem then the poem is classified according to its word sentiments.

3) Module 3: Search Module
   a) Search by poet name.
   In this module, we are firing a query to search poems related to a particular poet.
   b) Search by poem sentiment.
   In this module, we are firing a query to search poems related to the particular poem category.

V. MATHEMATICAL MODEL
Let us consider S be a Systems such that
S = \{Ad, U, R, BN, P, \} where
U= User
P = Prediction Result
R=Recommendations
S=System
- U = /U1, U2, U3.Un / U is a Set of all users/
There may be a number of users for making use of the system. So this is the Infinite Set.
- R = /R1, R2, R3....Rn |T is a set of Poems/
It is the technique applied to the given parameters. So this is a finite set.

- EVENT 1
User will make registration on System & Storage Server.
Let f(U) be a function of User
Thus, f(U) -> /Ss/

- EVENT 2
User will be authenticated.
Let f(A) be a function of System
Thus, f(A) -> /\{U1, U2, U3....Un\} e Ss

VI. EXPERIMENTAL SETUP
The initial dataset contains at least 50 words per category like love, friendship, nationality. These words are then trained using the SVM algorithm. We have added stop words as well in our data. Poems are taken as input, it is added into an array by splitting the poem. The special characters are removed. The poems which are classified into the particular category are added into the dataset and it is used further for finding accuracy.

Table 1: Category wise word count

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friend</td>
<td>230</td>
</tr>
<tr>
<td>Prem</td>
<td>250</td>
</tr>
<tr>
<td>Bhakti</td>
<td>200</td>
</tr>
<tr>
<td>Prerna</td>
<td>250</td>
</tr>
<tr>
<td>Desh</td>
<td>240</td>
</tr>
<tr>
<td>Total</td>
<td>1170</td>
</tr>
</tbody>
</table>

Category wise number of words used for classification are as shown in Table 1. From that most useful words are shown in Table 2.

Table 2: Category wise most useful words

<table>
<thead>
<tr>
<th>Category</th>
<th>Most Useful Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>देश (Desh)</td>
<td>देशभक्तीचा, देशभक्तीस्वाभाव, देशभक्तीमोह, देशभक्तीवाद,</td>
</tr>
<tr>
<td>प्रेम (Prem)</td>
<td>प्रेम, प्रेमसाधक, प्रेमसाधक, प्रेमसाधक, प्रेमसाधक, प्रेमसाधक, प्रेमसाधक, प्रेमसाधक, प्रेमसाधक</td>
</tr>
<tr>
<td>भक्ति (Bhakti)</td>
<td>भक्ति, भक्तिमोह, भक्तिमोह, भक्तिमोह, भक्तिमोह</td>
</tr>
<tr>
<td>मैत्री (Friend)</td>
<td>मैत्री, मैत्रीसाधक, मैत्रीसाधक, मैत्रीसाधक</td>
</tr>
</tbody>
</table>

Abstract:

This paper presents a mathematical model for understanding the emotional aspects of poems. The model categorizes poems into different segments based on sentiment analysis, which helps in efficiently searching and retrieving poems according to user preferences. The SVM algorithm is utilized for categorization, ensuring accurate classification of poems into predefined categories. The model is validated through an experimental setup that includes a comprehensive dataset comprising at least 50 words per category, such as love, friendship, and nationality. The effectiveness of the model is demonstrated through the classification and retrieval of poems, showcasing its potential for enhancing user experience in digital libraries.
For the implementation part we have used the SVM classification algorithm which is a supervised learning algorithm of Machine Learning. It is used for classification of the poem according to its sentiments and help the user to understand the poem.

Generalize steps in the project are as follows:
- Loading of words of different feature
- Poem Classification
- Search by Poet.
- Search by poem sentiments
- Share Result and Data

Category wise poems used for our experimentation are shown in Table 3.

Table 3: Category wise Poem count

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of Poems</th>
</tr>
</thead>
<tbody>
<tr>
<td>मैत्री (Friend)</td>
<td>78</td>
</tr>
<tr>
<td>प्रेम (Prem)</td>
<td>82</td>
</tr>
<tr>
<td>भक्ती (Bhakii)</td>
<td>65</td>
</tr>
<tr>
<td>प्रेरणा (Prerna)</td>
<td>65</td>
</tr>
<tr>
<td>देश (Desh)</td>
<td>51</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>341</strong></td>
</tr>
</tbody>
</table>

VII. RESULTS

- Poem Classification is done according to its sentiments.
- User and admin both have the functionality of adding the poem, search by poet, and search by poem sentiments.
- Admin has additional functionality of accepting and rejecting the poem that the user has added.
- The poem is classified according to the word trained in the dataset.
- The words in the poem are labeled according to its respective feature and feature whose frequency count is more the poem is classified in that feature.
- Till now we have added 341 poems in the dataset.
- Results or accuracy depend on training of high number of words in the dataset.

Table 4 shows the Confusion Matrix for poem classification in which column indicates predicted class and row indicates actual class. For e.g. for the ‘Prem’ category using our classifier 80 poems are classified in that category, out of that 75 poems are correctly classified in the ‘Prem’ category. Diagonal values represent correctly classified poems count.

Table 4: Confusion Matrix

<table>
<thead>
<tr>
<th>Category</th>
<th>देश</th>
<th>प्रेम</th>
<th>मैत्री</th>
<th>प्रेरणा</th>
<th>भक्ती</th>
<th><strong>Total</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>देश</td>
<td>45</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td><strong>51</strong></td>
</tr>
<tr>
<td>प्रेम</td>
<td>0</td>
<td>75</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td><strong>82</strong></td>
</tr>
<tr>
<td>मैत्री</td>
<td>0</td>
<td>3</td>
<td>73</td>
<td>0</td>
<td>2</td>
<td><strong>78</strong></td>
</tr>
<tr>
<td>प्रेरणा</td>
<td>0</td>
<td>0</td>
<td>64</td>
<td>1</td>
<td></td>
<td><strong>65</strong></td>
</tr>
<tr>
<td>भक्ती</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>62</td>
<td><strong>65</strong></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>45</td>
<td>80</td>
<td>77</td>
<td>72</td>
<td>67</td>
<td><strong>341</strong></td>
</tr>
</tbody>
</table>

Category wise Precision, Recall, F1-score, and Support is as shown in Table 5.

Table 5: Category wise precision, recall, f1-score and support

<table>
<thead>
<tr>
<th>Category</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>देश</td>
<td>1.00</td>
<td>0.88</td>
<td>0.94</td>
<td>51</td>
</tr>
<tr>
<td>प्रेम</td>
<td>0.94</td>
<td>0.91</td>
<td>0.93</td>
<td>82</td>
</tr>
<tr>
<td>मैत्री</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
<td>78</td>
</tr>
<tr>
<td>प्रेरणा</td>
<td>0.89</td>
<td>0.98</td>
<td>0.93</td>
<td>65</td>
</tr>
<tr>
<td>भक्ती</td>
<td>0.93</td>
<td>0.95</td>
<td>0.94</td>
<td>65</td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td><strong>0.94</strong></td>
<td><strong>0.93</strong></td>
<td><strong>0.94</strong></td>
<td><strong>341</strong></td>
</tr>
</tbody>
</table>

The accuracy achieved is 93.54%

VIII. CONCLUSION AND FUTURE SCOPE

In this research work, a new Poem classification and poet identification task have experimented with Marathi poetry written by several different poets. Several sentiment features have been observed and viewed for Marathi poetry. For the classification purpose, the SVM classifier is used which uses 500 words for training and 100 poems for the testing based on trained words. Experiments of poem classification and poet identification on poems of different poets, which have been done separately for each feature and sentiments, results in the following observable points:
- The word-based features are easy and simple to classify.
- Failure occurs when the words present in the poem are not trained with their label.
- The features are evaluated on the basis of the words trained in the database.
- Although the size of the words was too small the performance of the classifier is really interesting.

This work of Poem Classification, which is one of the rare works done on the Marathi language, shows a
real motivation and interest for this language. System when
tested on 341 poems accuracy achieved is 93.54%.
We look forward using the bigger dataset to improve
accuracy, considering the internationalization.
As we are implementing our system for the poem, we can
increase the scope of the system to the story, essay.
We can use Deep learning in our idea for future implementations.
The challenges in our model are:
a) The same word can be treated as Desh, bhakti or Prerna
depending on context thus making it difficult to identify
the real context of text.
b) Meaning of words change with respect to poet thinking.
c) Difficult to identify ambiguous poem.
d) Marathi Language should be known by user.
e) Internationalization
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