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Abstract: In recent years, as interest in discriminant analysis of big data has increased, research on this field is active. The use of Big Data is also essential for politics and social issues that are sensitive to public opinion. Classifying precisely which respondents belong to which group is very helpful for policy formulation. Kim et al. (2013) propose an intelligent Voice of customer(VOC) analyzing system based on opinion mining to discriminate the unstructured VOC data automatically and determine the polarity as well as the type of VOC. In this paper, based on the previous studies, we selected the variables that can minimize the discrimination error by using the nearest neighbor method to the discriminant analysis of the formalized data.
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I. INTRODUCTION

It is necessary to use the dichotomous data in the analysis of social phenomena and biological and medical diagnosis. One way to analyze such data is discrete discriminant analysis. The related studies are ‘polynomial classification’ based on the Linear Discriminant Function(LDF) and the ‘discriminant difference criterion’ proposed by [6]. As interest in discriminant analysis of big data has increased in recent years, research on the field is active. The use of Big Data is also essential for politics and social issues that are sensitive to public opinion. Classifying precisely which respondents belong to which group is very helpful for policy formulation. [16] suggested the intelligent Voice of customer (VOC) analyzing system, using opinion mining in Big Data. It is because the VOC data is made of very emotional contents by voice or text of informal style, and the volume of the VOC data are so big. These unstructured big data are difficult to store and analyze for human usage. Therefore, the organizations need automatic collecting, storing, classifying and analyzing system for unstructured big VOC data. [16] propose an intelligent VOC analyzing system based on opinion mining to discriminate the unstructured VOC data automatically and determine the polarity as well as the type of VOC. The data used in the discriminant analysis are either formal or informal, and discriminant analysis of informal data has been studied recently by various scholars (e.g., [12],[14],[5],[10])

II. POLYNOMIAL CLASSIFICATION AND VARIABLE SELECTION

Let \( x_j, j = 1, 2, \cdots, p \) be a dichotomous variable with 0 or 1. When the \( p \)-dimensional polynomial distribution is composed of \( 2^p \) reaction vectors \( x \) in each population \( M_i \) \( (i = 1, 2) \), the unbiased estimates of function \( f_i(x) \) are as follows.

\[
 f_i(x) = n_i(x) / n, \quad i = 1, 2, \]

where \( n_i(x) \) is the number of \( x \) observed among the number of samples \( n_i \) extracted from population \( M_i \), and \( f_i(x) \) is the conditional discrete probability density function in population \( M_i \).

If the estimated prior probability in population \( M_i \) is \( \delta_i = n_i / n \) and \( \delta_2 = n_2 / n \), respectively, where \( n = n_1 + n_2 \), then the estimated discriminant scores \( g_i(x) \) are as follows.

\[
 g_i(x) = \delta_i f_i(x), \quad i = 1, 2. \]  \hspace{1cm} (2-1)

Assuming independent sample of size \( n_j \) from \( M_i \) \( (i = 1, 2) \), the sample based classification rule is given by classify \( x \) to \( M_1 \) if \( g_1(x) > g_2(x) \),

classify \( x \) to \( M_2 \) if \( g_1(x) < g_2(x) \),

randomly allocate if \( g_1(x) = g_2(x) \).  \hspace{1cm} (2-2)

Let \( G \) be the ordered-partition \( G = \{ G_1, G_2 \} \) of sample space \( S \), and \( D \) be assigned to \( M_i \) \( (i = 1, 2) \) under the necessary and sufficient condition to satisfy \( X = x \in G_i, \quad i = 1, 2 \). When the conditional probability of the misclassification is \( t(G | x) \) under the condition that \( X = x \in G_i, \quad i = 1, 2 \) satisfies \( t(G | x) \). \( t(G | x) \) is as follows.

\[
 t(G | x) = g_j(x) / g(x), \quad i \neq j. \]  \hspace{1cm} (2-3)

Averaging out over \( x \) yields the conditional error rate

\[
 t(G) = E[t(G | x)] = \sum_{G_i} g_i(x) / \sum_{G_j} g_j(x). \]  \hspace{1cm} (2-4)

A rule is optimal if it minimizes the unconditional probability of misclassification.
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There is a method of performing discriminant analysis using the difference in distance between the discriminant points. [6] proposed \((1 - d^2)^n\) by computing the upper bound bias of each point in the sample of size \(n\), where

\[
d = \inf_1 \left| g_1(x(i)) - g_2(x(i)) \right|.
\]

Here, \(d\) is the distance between discriminant points. A larger value of \(d\) is a good discrimination, while a smaller value results in a larger discrimination error. In this sense, \(d\) acts as a pseudo-distance between the discriminant scores. Given a classification rule under perfect stochastic conditions, \(d\) can be determined so that a smaller classification error is performed.

\[
\max_{x(i) \neq x(j)} \min_{1 \leq j \leq p} \left| \sqrt{g_1(x(i))} - \sqrt{g_2(x(i))} \right|,
\]

where \(x(i)\) represents a particular combination when \(j\) out of the available \(p\) variables are used, \(j = 1, 2, \ldots, p\) and \(i = 1, 2, \ldots, \binom{p}{j}\) . A sample based analogue (2-5) is

\[
\max_{1 \leq i, j \leq p, i \neq j} \min_{1 \leq l_j \leq \binom{M}{l_j}} \left| \sqrt{N_1(x(h))} - \sqrt{N_2(x(h))} \right|,
\]

where \(N_1(x(h))\) is the number of sample observations from group \(M_i\) (\(i = 1, 2\)) having \(x(h) = x(h)\).

The expression given by (2-6) needs to be amended to account for the dimensionality of the sample space induced by restricting consideration to \(X(h)\). When the number of used variables with multiple trends and correlations increased, the number of points in the sample space increased, and hence for a fixed total sample of size \(N\) the expected number of observations at any point \(x(h)\) decreases. We would expect that the difference \(\left| N_1(x(h)) - N_2(x(h)) \right|\) will be small when both \(N_1(x(h))\) and \(N_2(x(h))\) are expected to be small. Scaling the frequency estimate thus seems appropriate, and indeed the authors consider the following expression

\[
\max_{1 \leq i, j \leq p, i \neq j} \min_{1 \leq l_j \leq \binom{M}{l_j}} \left| \sqrt{N_1(x(h))} - \sqrt{N_2(x(h))} \right| \cdot \left( M/l_j \right)^{1/2},
\]

where \(l_j\) is the number of levels of variable \(j\) and where the product is over those variables other than those in \(X(h)\). In particular, if \(X\) is a multivariate binary vector of dimension \(p\), then \(M/l_j = 2^{p-k}\).

In applying (2-7) it is generally found that too many variables are selected. Because of this tendency a variation can be utilized, namely:

\[
\max_{1 \leq i, j \leq p, i \neq j} \min_{1 \leq l_j \leq \binom{M}{l_j}} \left| \sqrt{N_1(x(h))} - \sqrt{N_2(x(h))} \right| \cdot \left( M/l_j \right)^{1/2},
\]

In words, (2-8) chooses that subset of variables that maximizes the scaled average value of

\[
\frac{1}{N_1(x(h))} - \frac{1}{N_2(x(h))}.
\]

III. NEAREST NEIGHBOR OF ORDER R AND THE VARIABLE SELECTION

Nearest neighbor of order \(r\) can be used as a way to reduce the error of polynomial classification rule. This method is that when using a sample-based likelihood ratio procedure for classifying a particular response vector \(x\), all responses differing from \(x\) in no more than \(r\) components are incorporated into the rule. Let us denote the reaction vector of degree \(r \leq 1\) in all response vectors \(x\) as follows.

\[
T_j = \{ y_j | (x - y_j)(x - y_j)^T \leq r \}, \quad j = 1, 2, \ldots, p.
\]

Note that \(T_j\) is merely the set of responses \(\{ y_j \}\) having the property that each of its elements differs in no more than \(r\) components from \(x\).

Assuming independent samples of size \(n_j\) from \(M_i\) (\(i = 1, 2\)), the nearest neighbor of order \(r \leq 1\) the rule is given by

classify \(x\) into \(M_1\) if \(\hat{\delta} \sum_{j \in T_1} n_1(y_j) / n_1 > (1 - \hat{\delta}) \sum_{j \in T_2} n_2(y_j) / n_2\),

classify \(x\) into \(M_2\) if \(\hat{\delta} \sum_{j \in T_1} n_1(y_j) / n_1 < (1 - \hat{\delta}) \sum_{j \in T_2} n_2(y_j) / n_2\),

and randomly allocate if \(\hat{\delta} \sum_{j \in T_1} n_1(y_j) / n_1 = (1 - \hat{\delta}) \sum_{j \in T_2} n_2(y_j) / n_2\).

Note that in the nearest neighbor rule, we consider only the rule determined by nearest neighbor of order \(r = 1\). To make the nearest neighbor rule operational, it is required that the set of near neighbors for each set to be specified. For example, if \(x = (1\ 1\ 1\ 1)\) is given, the near neighbors of order \(r = 1\) of \(x\) are given by

\[
T_{1111} = \{0111,1011,1101,1110\}.
\]

In multimomial classification rule, only the reaction vector itself can be analyzed, but it is an advantage of this discrimination method, that it is possible to analyze all the responses within a predetermined order range. In the analysis using nearest neighbor rule, the response frequency is increased by multiplying the frequency of each group by the number of components contained in \(y_j\). If the number of components is \(m\), the frequency of each group is classified using nearest neighbor rule is \(mN_1(x(h))\) and \(mN_2(x(h))\), respectively. Therefore, in the case of nearest neighbor rule of order \(r = 1\), the following new equation is used for the variable selection method.
max max min \[ \frac{\sqrt{mN_1(x(h)) - \sqrt{mN_2(x(h))}}}{\left( M \frac{1}{2} \right)} \]
\( (3-3) \)

max max avg \[ \frac{\sqrt{mN_1(x(h)) - \sqrt{mN_2(x(h))}}}{\left( M \frac{1}{2} \right)} \]. \( (3-4) \)

Equation (3-3) will calculate the distance between one point with the shortest inter-group distance between group 1 and group 2. Therefore, when equation (3-3) is used, there is a possibility that too many variables are selected. Equation (3-4) is an effective method because it calculates the distance between the mean values of the two groups.

IV. CONCLUSION

In this paper, we propose a variable selection method using the nearest neighbor rule of order \( r = 1 \) in 2-group discrete discriminant analysis. There is a method to select the discriminant variable by using the scaled minimum value (3-3) and the scaled average value (3-4). The accuracy of these two methods varies depending on the situations, and can be judged by calculating and comparing the error rate of each misclassification.
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