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Abstract: Alzheimer’s Disease (AD) is hard to predict in the early stage. But giving treatment at an early stage of AD is more effective and causes less damage to people. Various approaches like Random Forest, Support Vector Machine, Gradient Boosting and Lasso Regression have been applied to identify the best parameters for the Alzheimer’s Disease prediction. Accuracy results are tabulated. Alzheimer’s Disease has been predicted using Open Access Series of Imaging Studies (OASIS) dataset. Random Forest has the best accuracy rate of 97.94% and SVM has the least accuracy rate of 93.6%.
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I. INTRODUCTION

Alzheimer’s Disease is a progressive chronic neuro disease that destroys memory and other important memory functions and leads to short term memory loss and paranoid suspicion which are mistaken to be the effects of stress or ageing [1]. About 5.1 million people of the USA’s total population suffer from this disease [2]. There is no proper medical treatment for AD. The only way is to control AD by using continuous medication. AD is chronic so it could stay for few years or stay for a lifetime. To have a better effect of medication we must prescribe it at an early stage to avoid a large amount of damage to the person’s brain. So, detection of this at an early stage is a tedious task and very costly as we need a large amount of data, tools for prediction and a highly-experienced doctor [1]. When compared to visual assessment by a medical expert, automated systems are unbiased towards human mistakes and can be incorporated in medical decision support systems. [3] When we look back at the previous works related to AD, researchers have worked on this disease used image (MRI scans), biomarkers (chemicals and blood flows) and numerical values extracted from the MRI scans. By doing so they could predict whether the person is demented or non-demented. If the prediction of Alzheimer’s is automated then there will be less human interaction and the time for prediction is also faster. The overall cost for automation can be reduced and the results are more accurate. The prediction techniques are applied on the data extracted from MRI scans to predict whether the patient is demented or not. A person is classified as demented if he/she is suffering from early stage Alzheimer’s Disease. This helps us achieve better accuracy.

II. LITERATURE SURVEY

Recent studies have worked with system that predict using MRI scans (image) [4], image along with biomarkers [5] and [3] and biomarkers [6], [7] and [8]. Biological Markers (biomarkers) is defined as “cellular, biochemical or molecular alterations that are measurable in biological media such as human tissues, cells, or fluids” by Hulka and colleagues [9]. Using biomarkers is costly unless the laboratory procedure is relatively simple and automated. Selection of correct set of biomarkers is very important to get accurate prediction value. The choice of biomarkers is not trivial because they are derived from body fluids or human tissues. A lot of factors such as changes in storage environment or improper storage of samples affect measurement of biomarkers. [9] Using MRI images is a better option because image does not vary in values and gives a better prediction accuracy [9]. The existing deep learning methods have few limitations because they train deep architectures from scratch. Training from scratch requires huge amount of training data and the data can be expensive. It also requires huge computational resources [10]. Few have used machine learning methods like SVM and feedforward neural networks on MRI images. Using few values like MMSE along with image data helps us improve the accuracy of the prediction model.

III. METHODOLOGY

We have used data mining techniques for prediction of Alzheimer’s Disease using Oasis dataset [11].

A. Random Forest

Bagging and Boosting are two well-known ensembles learning methods that generates classifiers and aggregates them. Successive trees are generated in classification using Boosting and then weighted votes are taken at the end for better accuracy of prediction. Whereas in the case of bagging the trees are indecently contracted and at the end just a simple vote is taken for prediction. [12]
Random Forest, in addition to construction of tress with different data it also changes how the tress is constructed. Random Forest performs well because each node is split using the best sub set of predictors randomly chosen at the node and this is also robust with outfitting. \[12\] Random Forest works by firstly drawing a nTree using the training dataset. Then for each data from the training dataset it constructs an unpruned tree. Each node chooses a data m among all the predictors and then uses the best split on these data. Then finally by taking the votes (maximum votes for classification and average votes for regression) of the aggregated nTree it predicts the new data. Random Forest produces two additional pieces of information importance of predictor variables and measure of internal structure of data. Importance of each variable is due to the complex interaction with other variables. The importance is determined by predicting the error rate when the value of the variable is changed while keeping the other variables unchanged. Any two elements of the proximity matrix of random Forest is a part of the tree contracted and they terminate at the same node. Such cases should be repetitive.

**B. Gradient boosting**

Gradient Boosting (GBM) is based on a different constructive strategy of ensemble formation. In this method, new models are added sequentially. Constructing new base-learners such that they are maximally correlated with the negative Gradient of the loss function which is associated with the ensemble is the principle idea behind this algorithm.[13] Choice of loss function depends on the researcher. GBM is flexible and customisable for any data driven task. In supervised learning the major issue is to provide proper combinations of class values for training dataset. The unknown functional dependence is to be reconstructed with estimates such that loss function is minimized. [13] Gradient Boosting involves loss function, weak learner and an additive model. Weak learners here are usually decision trees. In additive model, trees are added sequentially and a Gradient descent is used to minimize the loss while adding.[13] After calculating loss, a new tree that reduces loss is added. Output of new tree is added to the existing output sequence to manipulate the final output. [13]

**C. Lasso**

Least Absolute Shrinkage and Selection Operator aka Lasso’s main goal is to reduce the prediction error. Lasso performs two main tasks, feature selection and regularization.[14] This method puts a constraint on the sum which is, the sum must be less than the upper bound value. Lasso sets some of the variable values to zero. This technique is called as shrinkage. While performing the feature selection the variables which are still non-zero even after shrinkage is selected [14]. The strength of the penalty is controlled by the tuning parameter(\(\lambda\)). The coefficients are forced to be zero when \(\lambda\) is large, this helps in reducing the dimensionality. The larger the \(\lambda\) more coefficients are forced to be zero. Lasso has many advantages. It provides a very good accuracy rate for prediction. In case of the tuning parameter \(\lambda\), when \(\lambda\) increases, bias increases and variance decreases. Overfitting is reduced by eliminating irrelevant variables that are not associated with the response variable. [14]

**D. SVM**

Support Vector Machine or simply SVM is a powerful machine method developed for statistical learning [15]. SVM is a supervised learning method that analyses data and recognises patterns. The empirical classification error and geometric margin is reduced in SVM. An attribute is a predictor variable and a feature is a transformed attribute which defines a hyperplane [15]. A vector is a set of features that represents one instance. The main goal of SVM is to find an optimal hyperplane which separates cases of clusters of vector with one category of variables on one side and the other category variables of on the other side. These vectors that are closer to the hyperplane are the support vector. SVM is useful classification technique that uses training and test data. Each training data’s instance has one target value and several attributes. Finally, SVM produces a model that predicts target values of test data.

**IV. RESULTS AND DISCUSSIONS**

**A. Dataset**

The dataset for cross-sectional data was obtained from OASIS [11]. Cross-sectional MRI is the imaging based on axial slices. The cross-sectional data has multiple attributes categorized as follows: Demographic data; Gender (M/F), Handedness (Hand), Age, Education (Educ), socioeconomic status(SES). Education codes correspond to the following levels of education: 1: less than high school grad., 2: high school grad., 3: some college, 4: college grad., 5: beyond college. Clinical data: Mini-Mental State Examination (MMSE), Clinical Dementia Rating (CDR); 0= nondemented; 0.5= very mild dementia; 1= mild dementia; 2= moderate dementia. Derived anatomic volumes: Estimated total intracranial volume (eTIV), Atlas scaling factor(ASF), Normalized whole brain volume (nWBV).

**B. Preprocessing**

It was found that there are missing values in SES, MMSE and CDR attributes. Missing values can be handled in different ways: Ignore the data row, use a constant to fill in for missing values, use attribute mean, use attribute mean for sample belonging to the same class and use data mining algorithm to predict the most probable value. Ignore the data row method is usually used when the class value is missing. This is done because such rows reduce the performance of the model. In using a constant to fill in for missing values, the missing value is filled with values like “unknown”, “N/A”, 0 or minus infinity.
In using attribute mean, mean value for that attribute is used to replace the missing value. In using attribute mean for all samples belonging to the same class, the mean for the attributes of relevant class is calculated and substituted instead of missing value. In using a data mining algorithm to predict the most probable value, value can be determined using regression, decision trees, clustering, etc. We have used constant value 0 to fill the missing values of SES attribute. We have ignored the records where MMSE and CDR values are missing. The values of the gender attribute are converted to 1 and 0, where 0 represents female and 1 represents male.

The cross-sectional dataset consists of 417 records. After ignoring the records with missing MMSE and CDR values we obtained 236 records.

C. Attribute selection

Using the 8 attributes MMSE, eTIV, nWBV, ASF, Age, Education (educ), SES and M/F, we derived 15 combinations keeping attributes MMSE, eTIV, nWBV, ASF common since they are derived from MRI scans for the prediction. We used Random Forest, Gradient Boosting, Lasso regression and SVM classifier to predict the CDR value. The CDR value helps to predict the Alzheimer’s Disease in the patients. The dataset was divided into 2 parts, 120 records for training data and 116 records for test data.

Procedure Att_Selection

Q = { Set of all attributes }
Q1 = Q
A = { MMSE, eTIV, nWBV, ASF }

Apply prediction techniques using A
Q = Q − A
for j = 1 to Q
{ A= A U Aj

Apply prediction techniques using A
While Q != Ø
for i = j + 1 to Q
{ A = A U Ai

Apply prediction techniques using A
A = A − Ai
}

Apply prediction techniques using Q1

D. Discussions

Using attribute selection procedure the following combinations are derived:
Combination 0: MMSE, eTIV, nWBV, ASF
Combination 1: MMSE, eTIV, nWBV, ASF, age
Combination 2: MMSE, eTIV, nWBV, ASF, Educ
Combination 3: MMSE, eTIV, nWBV, ASF, SES
Combination 4: MMSE, eTIV, nWBV, ASF, M/F
Combination 5: MMSE, eTIV, nWBV, ASF, age, Educ
Combination 6: MMSE, eTIV, nWBV, ASF, age, SES
Combination 7: MMSE, eTIV, nWBV, ASF, age, M/F
Combination 8: MMSE, eTIV, nWBV, ASF, Educ, SES
Combination 9: MMSE, eTIV, nWBV, ASF, Educ, M/F
Combination 10: MMSE, eTIV, nWBV, ASF, SES, M/F
Combination 11: MMSE, eTIV, nWBV, ASF, age, Educ, SES

All the combinations of attributes are considered for prediction. The combination 0: MMSE, eTIV, nWBV, ASF has given better accuracy in all the four prediction techniques Random Forest, Gradient Boosting, Lasso regression and SVM classifier.

To identify the best combination of attributes we used MSE (mean squared error) to identify the error rate and chose the combination which has the least error for prediction.

MSE or Mean Squared error calculates the average of the squares of the deviations(error) which is the difference between the estimated value and the actual value. MSE is a non-negative as it is a measure of quality. If the MSE values are closer to zero the more better they are.

\[ \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (\text{actual value} - \text{predicted value})^2 \]

Figure 1 represents the accuracy rate of the prediction techniques. Random Forest and Gradient Boosting are equally good in accuracy.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Accuracy (%)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>97.94</td>
<td>0.020588235</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>97.94</td>
<td>0.02058824</td>
</tr>
<tr>
<td>Lasso</td>
<td>94.06</td>
<td>0.059404255</td>
</tr>
<tr>
<td>SVM</td>
<td>93.6</td>
<td>0.074117647</td>
</tr>
</tbody>
</table>

Random Forest shows significant difference in accuracy for all the combinations of attributes. Gradient Boosting has not shown significant difference. Random Forest has best accuracy of 97.94% for the prediction of Alzheimer’s Disease.

V. CONCLUSION

We have shown that various prediction techniques can be applied to the OASIS dataset for Alzheimer’s
Disease prediction. Missing values have been taken care by preprocessing. Best combinations are identified and the prediction has been performed. Random Foresting achieves more accuracy than other techniques. In future, the data and the images of the OASIS dataset can be combined for Alzheimer’s Disease prediction.
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