Abstract—Prediction of stock market movement is extremely difficult due to its high mutable nature. The rapid ups and downs occur in stock market because of impact from foreign commodities like emotional behavior of investors, political, psychological and economical factors. Continuous unsettlement in the stock market is major reason why investors sell out at the wrong time and often fail to gain the benefit. While investing in stock market investors must not forget the risk of reward rule and expose their holdings to greater risks. Although it is not possible predict stock market movement with full accuracy, losses from selling stocks at wrong time and its impacts can be reduce to greater extent using prediction of stock market movement based on analysis of historical data. Investors always need accurate predictions and they should use stock information wisely. A great quantity of chronological data is available in the context of stock market behavior. For stock market movement prediction, a number of machine learning algorithms are available. Use of particular machine learning algorithm has huge impact on prediction results obtained. In this paper, we have compared three different machine learning algorithms, namely, Linear Regression, Polynomial Regression and Support Vector Regression. We have applied stated techniques on data consisted of index and stock prices of S&P 500.
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1. INTRODUCTION

Now a day’s worldwide stock market is facing a lot of changes rapidly. It is very difficult to predict Changes in stock prices as it is highly influenced by political news, economic events in the global markets [1]. With the introduction of Long Term Capital Gain Taxes for equity based markets in 2018-Budget of India, there was a big fall in stock market and investors loose around 5000 billion dollars in a single day on 8th February 2018. Investors also started to withdraw their profits to larger extent causing stock market to fall further. Hike in raw material prices, worldwide crude oil prices etc., downturn in IT industry are another major reasons why global markets, especially the Indian economy is highly exposed to global markets. In 1991, Prime Minister, P.V. Narsimha Rao and Finance Minister, Manmohan Singh bought a concept of Foreign Direct Investment (FDI) concept in India so that overseas business corporations invest directly in rapidly emergent concealed Indian stock markets and they can take benefits proportional to their investments. Since then FDI is steadily increasing in India. As a result of this, in first quarter of 2015, India has clearly defeated major global economies of United States and China by extending stock market investments of $31 billion. In the same quarter US had shown investments of $27 billion and China had shown investments of $28. Last few years, a lot of overseas funds have been invested into Indian stock market. As a result of this India is experiencing fast economic growth. Most of these multinational funds are game changing players in changing gears of Indian economy and their activities are making movement Indian stock market in non-linear way. Investment decisions are driven by events in stock market. Indian stock market is highly influenced by movement is global stock markets especially American Stock markets.

A large number of small cap, mid cap and large cap companies from different nations all across the globe primarily depend on exporting goods, raw materials, commodity products to American or US based markets. Therefore US economy is considered to be the most powerful economy in the world [2]. If there is any adverse news regarding US economy, straight away economies of other countries start collapsing. As a result of this stock analysts of different nations track down the news related to US economy like USA employment numbers, sub-prime crisis of USA, FED interest rate movement very closely. Post FDI India’s influence on global market has been increased drastically. Although Indian Market has a strong cohesion with domestic market, economy is growing at faster rate. A lot of Indian companies listed in NIFTY are investing in foreign stock markets like S&P 500, NYSE, London Stock exchange and NASDAQ etc and contributing in exporting domestic products to foreign markets causing revenue percentage to be increased in global stock market by considerable margin. This is the primary reason for movement of stock price indices in Indian stock market like National Stock Exchange (NSE), Bombay Stock Exchange (BSE), Nifty (50).
All these volatile factors need to be carefully analyzed by stock market analyst and investors need to follow recommendations given by these analysts. Continuous unsettlement in the stock market is major reason why investors sell out at the wrong time and often fail to gain the benefit. While investing in stock market investors must not forget the risk of reward rule and expose their holdings to greater risks [3]. Although it is not possible predict stock market movement with full accuracy, losses from selling stocks at wrong time and its impacts can be reduce to greater extent using prediction of stock market movement based on analysis of historical data. Investors always need accurate predictions and they should use stock information wisely. A huge quantity of past data is available in the context of stock market behavior. Machine learning plays extremely important role in analyzing and prediction of stock market movements based historical data available. A number of machine learning algorithms can be used for prediction of stock market movement. However there is no as such best algorithm which can predict stock market movement with high precision. Therefore this creates need for performance analysis of different machine learning algorithms to reach to best machine learning algorithm resulting most optimal and precise prediction of stock movement thereby minimizing financial loses of investors investing in stock market [18][19].

For investigation reason we have utilized dataset of American securities exchange record dependent available capitalizations of 500 extensive organizations known as standard and poor’s (S&P) 500. S&P 500 have 500 noteworthy stocks which are recorded on the NYSE or NASDAQ [14].

II. LITERATURE REVIEW

Prediction of future price of stocks, shares, equity traded funds, mutual funds from past price movement over the period of time is one of the most important challenges for finance based organizations and profession traders. It is very difficult to develop an optimal strategy for stock market investment due its highly mutable nature.

Machine learning makes it possible for systems/computers to automatically learn and act like humans do without being externally programmed by consuming data and information from real world observations. In machine learning emphasis is given on developing computer based programs that can access data, learn themselves and improve the prediction experience over the period of time. Machine learning is a practice of using algorithms to read and interpret the data and interpreted data to be used for prediction of future events. It is based on algorithms that can learn from data without depending on rule based coding [8].

Prediction is a very important task that data analyst perform using machine learning algorithms. There are large numbers of machine learning algorithms that can be used for prediction of future movements. Use of particular machine learning algorithm creates a huge impact on prediction results obtained. It is very important to compare different machine learning algorithms to be used for predictions of stock market movement [9].
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Etcheverry (2016) completed a huge work in determining of Stock Return Prices with Sparse Representation of Financial Time Series. They performed time arrangement investigation of stock value returns utilizing relapse based calculations [2].


The decision of machine learning issue to tackle specific issue dependably relies upon the size, quality, and nature of the information. It relies upon what you need to do with the appropriate response. Regression based systems are considered as best in class strategies for the expectation of time-arrangement information. A large portion of the scientists have utilized regression based learning procedures like linear regression, support vector relapse (SVR), polynomial regression for the forecast of stock qualities. It depends on number of numerical counts that specific calculation performs. It relies upon how much time modeler has. Machine learning is essentially a sub area of Artificial Intelligence (AI) and is arranged into four classifications dependent on kind of learning model: supervised/administered, unsupervised and semi-supervised and reinforcement learning.

A. Supervised Learning

Supervised learning is based on function approximation, where an algorithm is trained using a dataset called as training dataset (usually 60-80% data from original dataset) and in the end of the process we select the function that best describes the relation between input and output variables. Y=f(X). It is very difficult to find out a function that always predicts precise relation between input variable and output variable.

![Supervised Learning Diagram](image)

**Fig.1. Supervised Learning**

Supervised learning calculations try to build up a model which for the most part thinks of connection between a yield variable and at least one information factors. Supervised learning recognizes conditions between the objective variable known as expectation yield and the information factors to such an extent that one can undoubtedly foresee the yield esteems for new information regularly known as testing information dependent on the connections which it has gained from the preparation informational indexes (input factors). Yield variable or target variable is dependably an incentive to be anticipated and is known as needy variable. This yield variable shows either straightforwardly extent connection or in a roundabout way corresponding connection with info variable. Information factors are free factors as their qualities do not rely upon any substance included. As info factors are utilized to foresee yield variable, they are additionally called as indicators. Utilizing these arrangements of factors, modeler
produces a capacity that outline to wanted yields. The tutoring procedure proceeds until the model demonstrates a steady execution with amplifying dimension of precision that modeler expects on the preparation. Regression, Decision Tree, Random Forest, K-nearest neighbors, Naïve Bayes, Support Vector Machine, Neural Network, and so forth are some outstanding calculations from directed learning class [2][5][6][9][16].

B. Unsupervised Learning

In unsupervised learning as the name suggests do not have any target or output variable to predict/estimate. There may not be any kind of dependency or relationship between input and output. \( y = f(x) \) functionality will not exists with unsupervised learning technique. In unsupervised learning focus is given on forming the well organized structure of data like clusters or dividing input data into groups based on some kind of similarity measure or finding association between two objects. In unsupervised learning, input data are unlabeled. It depends on scanning for various posts at complex information with the goal that it seems less difficult or increasingly composed dependent on similitude, design coordinating or affiliation measures. These calculations are especially valuable in situations where the information examiner doesn't realize what to search for in the information [23][24].

Unsupervised learning problems mainly classified into following types:

a. Association: This technique is particularly useful in to discovering the different patterns associated with the co-occurrence of items in a gathering. A well known application of association rule mining is used in market-basket analysis. Example: If a customer purchases shoes, he is 80% likely to also purchase socks [23].

b. Clustering: Clustering is very important unsupervised learning technique which forms the groups and allocates the input data samples into these groups based on similarity measures. Objects within the same clusters are more similar to each other whereas objects within different clusters exhibit dissimilar characteristics. Euclidean distance is most commonly used similarity measure in clustering. k-means, k-nearest neighbors are popular algorithms [22].

c. Dimensionality Reduction: Dimensionality Reduction is an unsupervised learning technique which focuses on reducing the number of irrelevant features of a dataset and at the same time makes sure that important information within dataset is preserved. Feature extraction methods and feature selection methods are two ways to perform dimensionality reduction. Feature Selection forms subset of features from the original set of features by selecting relevant features. Feature Extraction performs data transformation from a high-dimensional space to a low-dimensional space. Principal Component Analysis (PCA), Backward Feature Elimination, Forward Feature Construction are some of the important dimensionality reduction techniques [23].

C. Semi-supervised learning

In Supervised learning there are labels associated with all input data samples present in dataset based on which classification/prediction can be performed. In unsupervised there are no labels for any input data samples in the dataset. Semi-supervised learning is a midway approach. There exists a major class of machine learning problems where we need to form groups of data samples for which no labels are associated with them and we also need to assign labels for some of the data samples so as to perform classification or prediction. Semi-supervised learning techniques are best suited for the model building which has mix kind of input data sample as in some data samples have no labels associated with them whereas some has labels tagged with them. Semi-supervised learning techniques are most appropriate when the gathering participations of the unlabeled information are obscure and this information conveys imperative data about the gathering parameters. Semi-supervised learning regular utilized in Deep conviction systems, where a few layers are learning the structure of the information (unsupervised) and other layer is utilized to play out the grouping (prepared with directed information) [23].

D. Reinforcement Learning

Reinforcement learning is utilized to prepare the machine with the goal that it can settle on explicit choices. The machine is given an affair to a genuine domain where it trains itself ceaselessly utilizing experimentation and endeavors to settle on ideal choices/activities. This machine gains from past understanding and attempts to catch the most ideal learning to settle on exact business choices.

Reinforcement learning is an agent based machine learning technique in which based on present state and learning behavior agent makes a decision on the best next action so that choice of next action will maximize the reward [21]. Application areas of reinforcement learning include robotics, Internet of Things (IoT). In robotics a robot is exposed to real world environment and obstacles. Robot is expected to avoid collisions by receiving negative feedback after detecting the obstacles. Based on readings from infrared sensor robot must choose the next optimal action.

In reinforcement learning, an agent is supposed to respond or take decision at each data point it faces. After some time agent also receives reward points based on goodness of the decision. Based on this, the algorithm modifies its strategy in order to achieve the highest reward [21].
Reinforcement learning takes following approach so that agent can take sharp and precise decisions
1. Input state is observed by the agent.
2. Based on the input state observed and Decision making function with which agent is trained, it takes some action.
3. Based on the goodness of the decision taken by agent, the agent receives reward called reinforcement from the environment.
4. The input state-action pair information about the reward is stored and again fed back to agent.
5. Agent learns in iterative fashion so as to get maximum reward.

As stock market movement is dynamic, nonlinear and constantly updating it is not possible to predict future movement of stock market using unsupervised, semi supervised machine learning algorithms. S&P 500 stock record has stock information of 500 vast organizations having regular stock recorded on the New York Stock Exchange (NYSE) or National Association of Securities Dealers Automated Quotation System (NASDAQ) [14].

Reinforcement Learning may give accurate predictions of stock market movement but training the model based on trial and error will take too much time. Also it is very difficult to calculate reward function for 500 stocks. As investors need real time price for investing in stocks, it is not an optimal solution to use reinforcement learning technique. Therefore this paper addresses analysis of supervised learning techniques for prediction of stock market movement. This paper aims to analyze the performance of regression based machine learning techniques like Linear Regression, Polynomial Regression and Support Vector regression for predicting stock market movement.

III. METHODOLOGY

Nature of stock data is an important factor to be considered during prediction of stock market movement [15][16]. As stock market data is mutable and numeric it is very important to use different machine algorithms for analysis purpose. This paper attempts to analyze stock market data using the regression based machine learning algorithms.

A. Linear Regression

Linear regression is a supervised machine learning technique which aims to build a learning model and tries to establish relationship between two variables by best fitting a linear line to input data. This line follows the equation of line:

\[ y = mx + c \]  

(1)

Here y variable is considered to be a dependent or output variable explanatory variable, x is considered to be an independent variable and c represents intercept. y is a variable to be predicted and also known as criterion variable. Prediction of y is based on values of x hence x is called as predictor variable. Predictor variable could be one or more.

When there is only one predictor variable, the prediction method is called simple regression and when there are more than one predictor variable, the prediction method is called multi regression.

As prediction is core logic of regression, we are making use of regression technique to solve the problem of stock market movement prediction.

Before using linear regression model for prediction one must determine if there exists a relationship between variable to be predicted/observed and input data [11]. There must significant amount of association between input and output variable. Strength of relation between these two variables can be identified using scatter plot. Correlation coefficient is an important numerical measure which measures how strongly two variables are associated or correlated with each other. Correlation coefficient takes value between -1 and 1 indicating the strength of the association of the observed data for the two variables.

The dataset "Standards and Poor’s (S&P) 500" contains, among other variables, 500 stocks and movement of their value after every 60 seconds. In this paper we are attempting to predict value of stocks for further next intervals of 60 seconds [20].

Linear regression is a technique which consists of searching for the best-fitting straight line through the input data points. The best-fitting line is called a regression line.

The linear regression line is modeled for group of data, data values which lie away from line are called as outliers. Outliers can have huge effects on the linear regression. Linear regression always searches for the linear relationship in the form of straight line between output variable and input variable/variables. Linear regression is always based on the assumption that there exists a linear relationship between output variable and input variable, which is not always true. Linear regression does not provide best fit for nonlinear data. This makes sense to consider Polynomial regression for prediction of stock movement.
B. Polynomial Regression

Sometimes, a graph of the independent versus a dependent variable may suggest there is a nonlinear relationship. Such kind of relationship can be understood with the help of a polynomial regression model. Polynomial regression model for a single variable can be given as:

\[ y = a_0 + a_1x + a_2x^2 + \cdots + a_mx^m, \quad m < n \]  

(2)

where \( m \) is called the degree of the polynomial. Although polynomial regression represents nonlinear behavior, still it is considered as linear regression with regression coefficients \( a_0, a_1, \ldots, a_m \).

Great thing about polynomial regression is that there could be more than one independent variable and these variables may need to have interaction with them in order to predict dependent variable \( Y \).

Support vector machine is specialized supervised machine learning technique which not only forms a hyper-plane separating two classes but it identifies a just right hyper-plane which segregates two classes better. SVM identifies only one hyper-plane that maximizes the margin.

C. Support Vector Regression (SVR)

A lot of study has been done over applying support vector machine for stock market analysis. However support vector machine solves binary classification problem whereas SVR acknowledges the presence of non-linearity in the data and provides a proficient prediction model. SVR uses the same basic idea as Support Vector Machine (SVM), a classification algorithm, but applies it to predict real values rather than a class.

1. Polynomial: A polynomial kernel is a popular function for non-linear modeling. Polynomial kernels are typically used in image processing applications.

\[ k(x, x') = (xx')^d \]  

(3)

\[ k(x, x') = ((xx') + 1)^d \]  

(4)

Here \( d \) is known as degree of polynomial function.

2. Gaussian Radial Basis Function (GRBF): GRBF are general purpose kernel functions and most commonly used with a Gaussian form. GRBF are particularly used when there no prior knowledge about the data.

\[ k(x, x) = \exp \left( -\frac{(x-x')^2}{2\sigma^2} \right) \]  

(5)
3. **Exponential Radial Basis Function**: When there are discontinuities in the input data space or when data points are discrete in nature, a radial basis function produces a separate linear solution and makes these discontinuities to be acceptable.

\[
k(x, x') = \exp\left(-\frac{\|x - x'\|^2}{2\sigma^2}\right)
\]  
\[k(\mathbf{x}_i, \mathbf{x}_j) = \exp\left(-\frac{\|\mathbf{x}_i - \mathbf{x}_j\|^2}{2\sigma^2}\right)
\]

4. **Multi-Layer Perceptron (MLP)**: MLP is based on Neural Networks with a single hidden layer which can also be used to represent kernel function.

\[
k(x, x') = \tanh(p(x, x') + \sigma)
\]

Support Vector Machine is one of the most popular supervised learning techniques which can be applied not only to classification problems but also to the problems with time series analysis and regression. In case of regression, the dependent variable is numerical rather than categorical. Unlike linear or polynomial regression models output model from SVR does not depend on distributions of the underlying dependent and independent variables. SVR also allows construction of non-linear output model without changing any independent variable. Most important feature of SVR is principle of maximum margin algorithm. With SVR each data item is plotted as a point in n-dimensional space. Size of the dimensional space is number of features present within dataset, with the value of each feature being the value of a particular coordinate. In SVR a non-linear kernel function is leaned by SVR model. Using this nonlinear kernel function mapping of low dimensional feature space into high dimensional feature space is performed. [6]. This transformation is done using the parameters which are completely independent of the dimensionality of feature space. Another advantage with SVR is that it does not care about the prediction results as long as the value of standard deviation is less than the predefined threshold value. Considering the fact that output in stock value prediction is a real number it is difficult to predict as we could have infinite possibilities regarding stock value movement.

**IV. EXPERIMENTAL RESULTS**

For experimental analysis purpose we have used dataset of S&P 500. S&P 500 stock index has stock data of 500 large companies like Apple, Bank of America, Accenture, AT&T etc. on the New York Stock Exchange (NYSE) or National Association of Securities Dealers Automated Quotation System (NASDAQ) [14]. This dataset has stock value of 500 stocks and value of stock updated every 60 seconds. Considering mutable and non-linear movement of stock values, 80% of data is used as training data and 20% is used for testing. A tool used for analysis of this dataset is R programming. R is the most comprehensive tool available for extensive data analysis which includes all standard statistical tests, models and analysis components.

Parameters used for measuring the prediction accuracy are standard deviation and Mean Square Error (MSE) [7]. As S&P 500 has 500 stocks listed on its index, we have measured prediction accuracy for all 500 stocks and prediction accuracy of each machine learning algorithms considered in this paper for entire dataset is calculated as average of standard deviation for all 500 stocks. S&P 500 stock record has stock information of 500 vast organizations having regular stock recorded on the New York Stock Exchange (NYSE) or National Association of Securities Dealers Automated Quotation System (NASDAQ) [14]. Movement is indicated after periodic interval of 60 seconds. Dataset used for experimentation has 41267 instances. 33013 instances are used as training instances whereas 8254 instances are used as testing instances.

Experimental steps taken for analysis are as follows:

1. S&P 500 dataset is imported in CSV format.
2. Dataset is divided as 80% data for training and 20% for testing.
3. Feature scale values of stocks within column
4. Create the trainer model
5. Trainer model learns the pattern within the elements for the training set
6. Values in test dataset are predicted.
7. Standard deviation is calculated as:
   a. Find the absolute difference between predicted values and actual values.
   \[
   \varepsilon = |y_{predicted} - y_{actual}|
   \]
   b. Find the addition of the differences.
   \[
   \sum_{i=1}^{500} \varepsilon_i
   \]
   c. Calculate Standard Deviation
   \[
   \sigma = \sqrt{\frac{(\text{total \_\_ \_error})}{(n-1)}}
   \]
   d. Find the average standard deviation
   \[
   \text{Average Standard Deviation} = \frac{\sigma}{500}
   \]

![Fig. 8. Analysis with Linear Regression using R programming tool](image-url)
Fig 9. Linear Regression

Fig. 10. Analysis with Polynomial Regression using R programming tool

Fig. 11. Polynomial regression

Fig. 12. Analysis with Support Vector Regression using R programming tool

Fig. 13. Support Vector regression

Table I. Stock Market Movement Prediction Accuracy

<table>
<thead>
<tr>
<th>Name of algorithm</th>
<th>Average Standard Deviation</th>
<th>Mean Squared Error (MSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>29.70</td>
<td>0.6675</td>
</tr>
<tr>
<td>Polynomial Regression</td>
<td>25.59</td>
<td>0.5537</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>5.694</td>
<td>0.1429</td>
</tr>
</tbody>
</table>

V. PERFORMANCE COMPARISON

Performance of linear regression, polynomial regression and Support Vector Regression algorithm is measured using average standard deviation calculated in equation (11).

Prediction accuracy is inversely proportional to the average standard deviation. Hence less is the standard deviation more is the number of instances correctly predicted by the corresponding machine learning algorithm.

From the graph it is clear that Support Vector Regression is the best technique for prediction of stock market movement.
VI. CONCLUSION

Classification, clustering, pattern matching, association rule mining, regression, prediction, reinforcement learning are most popular machine learning techniques useful for data analysis. However choice of the technique will greatly influence the results obtained. It is observed that supervised learning techniques are much better and extensively used in stock market prediction. In supervised learning large number of algorithms like Regression, Decision Tree, Artificial Neural Networks, Random Forest, K- nearest neighbors, Naive Bayes, Support Vector Machine are available. Considering the mutable and non-linear characteristics of stock market data, we have shown performance analysis of linear regression, Polynomial regression, Support Vector regression for prediction of stock market movement. From the analysis it is clear that Support vector regression is outstanding in comparison of linear regression, Polynomial regression.

Training the prediction model is most important step for any regression based supervised learning technique. In SVR training is relatively easy as compared to other regression techniques. Scalability is another important feature of SVR and SVR performs well irrespective of size of feature dimension space. SVR also handles complexity levels of different kernel functions and error can be unambiguously managed.
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