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Abstract - Risks are uncertainties that influence the project performance to greater extent. To ensure software quality and project success every organizations should enforce a proper mechanism to efficiently manage the risks irrespective of the process model they follow. Risk prioritization is a most critical step in risk management process that helps the organization to resolve the risks in shorter duration of time. This study focuses on prioritizing the risks involved in software development using Grey Wolf Optimization (GWO) algorithm. Further, the proposed Software Risk Prioritization (SRP-GWO) approach is compared with other prioritization techniques such as Analytical Hierarchy Process (AHP), Particle Swarm Optimization (PSO), Delphi, Average Ranking and Categorizing scale and the results are evaluated based on five criterion attributes such as Simplicity, Adaptability, Running time, Accuracy and Consistency. The findings show that the proposed approach outperforms other existing techniques.
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I. INTRODUCTION

Software Organizations in general uses different types of process models for developing their software applications based on project requirements and client preferences. Earlier days companies were using traditional model like waterfall model for their development activity but in recent times many organizations prefer to adopt agile process for their software development over traditional approaches [1]. Agile methodology is based on iterative and people-based approach. Agile process relies mainly on customer satisfaction, welcoming changes in requirements even in the later stage of development [2], frequent delivery of working software, continuous collaboration among developers and customers, light-weight approach [3].

The software Risk Management (RM) is a part of project management in software engineering discipline which defines a set of process, tools and methods to effectively manage the risks for any given project. Boehm proposed a set of practices and principles to efficiently handle the risks in an organization [4]. In general every software organizations have a mechanism to identify, analyse and manage the risks [5]. It is highly unrealistic to remove all the risks in a project but the main objective of risk management is to minimize the impact of risks to improve the performance of the project [6].

The risk management process is not explicitly followed in agile based projects. The main reason is: (1) Since agile follows iterative approach the risks are automatically minimized by itself and (2) The risks if arises are dynamically handled as part of daily scrum meetings. Due to the above reasons, agile teams do not follow any kind of risk management procedure explicitly [6]. However, the study of software risk management [4][7] indicates that globally, only 16.2% of projects were completed on time and within budget. Among the rest, 52.7% of projects are challenged (delivered late or over the budget) and 31.1% of projects were cancelled before completion. The major reason for this large quantity of failures is due to lack of proper risk management [8]. Therefore organizations started adopting risk management procedures to ensure software are developed on-time, with-in budget and the delivered product is of high quality [4][7][9]. Irrespective of process model adopted, risks are always part of the software development process that needs to be addressed in early duration of the project.

Risk Management process has set of phases such as risk identification, risk analysis, risk prioritization, risk management planning and risk monitoring. Among these, risk prioritization is an important step that is needed for identifying and resolving the most critical risks within the stipulated timeframe. The effective risk prioritization technique is useful for organizations to support timely decision making and to take appropriate escalation measures [26]. Researchers in recent years proposed various techniques to prioritize the risks. Each technique has its own advantages and limitations and no single technique is suitable for all types of projects. Risk matrix is one of the widely used techniques for prioritizing the risks [10][11]. Rabibah [12] proposed a risk prioritization method using Analytic Hierarchy Process (AHP). Agrawal et al. [13] introduced Agile based Risk Rank (AR-Rank) method for prioritization of risks and Particle Swarm Optimization (PSO) technique is used for optimization of identified risks in agile software development. This paper proposes a method to prioritize the set of risks in software development using Grey Wolf Optimization (GWO) algorithm. Mirjalili et al., [14] proposed the algorithm (GWO) that mimics the hierarchical structure and hunting behaviour of grey wolves in nature. The paper is organized as follows. Section II summarizes the related work, Section III outlines about grey wolf optimization (GWO) algorithm, Section IV discusses about the proposed methodology. Section V elaborates on the results and discussions. Finally, Section VI presents conclusion with future directions.
II. RELATED WORK

Organizations started adopting many risk management strategies as part of their software development process, but still there is noticeable lack of proactive risk management in agile based environments [25][32].

Boehms [15] in 1989 proposed a risk based life cycle model named as spiral which incorporates risk analysis in each phase of life cycle. Even though this is most suitable for every project, this model requires active involvement of customers throughout the project which is difficult to undergo in real time.

Agrawal et al., [13] proposed agile based risk rank (AR – Rank) method by integrating pair-wise comparison and Analytical Hierarchy Process (AHP) for prioritizing the risk items in agile based projects. Further this approach utilizes Particle Swarm Optimization (PSO) for optimizing the identified risks. However, this approach might not be suitable for large size of data since it involves large number of comparisons.

Albadarneh et al., [6] discusses risk management strategies incorporated for agile based environments. The author has done a comparative study about risk management based on three agile methods namely XP, Scrum and DSDM. This approach focused only on comparative study among three agile methods and prioritization of risks is not covered as part of this approach.

Li et al., [16] suggested a hybrid model called software process risk optimization model that integrates risk management into software process model. This model resembles a heavyweight approach which might not be suitable for agile based environments.

Tonella et al., [20] proposed another meta-heuristic evolutionary approach known as genetic algorithm for prioritization of software requirements. In recent days, genetic algorithms are largely used in solving real life computational problems in the optimization and prioritization fields such as association rules prioritization [21], regression test case prioritization [22], test-case prioritization scenarios derived from UML diagrams [23], fault-based regression test case prioritization [24] and so on.

Elmsalmi et al., [27] applied a modelling technique known as Supply chain risk management (SCRM) using MICMAC method for effective risk prioritization and assessment for global supply chain network. The risks involved in supply chain network are identified first and the model developed a reachability matrix that represents a pairwise dependency between risks. Based on the developed reachability matrix, direct and indirect risk attributes are identified. However, this approach deals only specific to supply chain management perspective and does not provide a generic solution.

RM Sum [28] demonstrates prioritization of risks using Analytic Hierarchy Process (AHP). This method structures the risks into organized framework that helps project managers to easily able to understand and perform risks assessment effectively. This approach demands more number of comparisons among risks at each levels which in turn not suitable for large size of dataset.

III. GREY WOLF OPTIMIZATION (GWO)

Mirjalili et al., [14] recently introduced a meta-heuristic Optimization algorithm called Grey Wolf Optimizer (GWO) that resembles the hierarchical organization and hunting behaviour of grey wolves in natural life. The proposed algorithm has been widely accepted and applied to solve many real life computational problems like max-flow problem [17], 0/1 Knapsack problem [18], prioritization of software requirements [19].

The GWO algorithm replicates the hunting behaviour of grey wolves and its leadership qualities in nature. Grey wolves usually live as a group of sizes varying between 5 and 15. The grey wolves are divided into four categories namely alphas (α), betas (β), deltas (δ) and omegas (ω). Alpha wolves are higher level in hierarchy who is responsible for decision making. Beta Wolves are next level to alphas who provides timely advice to his superiors (alphas). Deltas are at third level responsible for providing relevant information to higher levels while omega is at last level that performs the day to day assigned tasks. The hierarchical organization of grey wolf is represented in Fig 1.
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The hunting behaviour of grey wolves is mathematically represented as optimization that are guided by sequence of decisions made by controlling wolves (α, β and δ). Further, α represents the first best solution, β denotes second best solution and δ describes third best solution whereas ω depicts rest of the candidate solutions. The hunting process involves set of phases such as searching (chasing) for a prey, locating, surrounding or encircling the prey and finally attacking (hunting) the prey.

A. Searching (Chasing) Prey

Usually, decision for searching a victim is made by the superior wolves such as α, β and δ. The position of the prey would be dynamically located by the wolves during iteration and the nearby wolves are prepared to surround the position based on the prey position.

B. Encircling Prey

As part of the hunting process, a group of wolves encircle the prey prior to the attack. The mathematical representation of encircling prey is modelled using equations (1) and (2).

\[
\vec{\Delta} = \vec{\xi} \cdot \vec{x}(t) - \vec{x}(t)
\]

\[
\vec{x}(t + 1) = \vec{x}(t) - \vec{A} \cdot \vec{\Delta}
\]

where,
D represents distance between location of prey \((X_p)\) and wolf location \((\bar{X})\), \(t\) denotes current iteration, \(A\) and \(C\) are coefficient vectors that are denoted by equations (3) and (4).

\[
\begin{align*}
\bar{A} &= 2 \bar{a} \cdot \bar{r}_1 - \bar{a} \\
\bar{C} &= 2 \bar{c} \cdot \bar{r}_2
\end{align*}
\]

where, \(r_1\) and \(r_2\) are vector values in the rage \([0,1]\) and \(a\) decreases from \(2\) to \(0\) as iteration proceeds.

**C. Hunting Prey**

In real world, hunting process is initiated, planned and performed under the leadership of alpha with the help of beta and delta. Also in ideal scenario, all three packs \((\alpha, \beta, \delta)\) has a prior knowledge about the location of the prey. But mathematically it is not possible to implement the same idea due to the fact that we are not aware about the optimal solution (prey). So for modelling the above situation mathematically, we assume \(\alpha, \beta, \delta\) has better knowledge about the optimal search agent (location of the prey). Thus, the first three best solutions obtained so far are stored and updates other search agents locations (omega) based on the obtained locations using equations 5, 6 and 7.

\[
\begin{align*}
\bar{d}_\alpha &= \left| \bar{c}_1 \cdot \bar{x}_\alpha - \bar{x} \right|, \quad \bar{d}_\beta = \left| \bar{c}_2 \cdot \bar{x}_\beta - \bar{x} \right|, \quad \bar{d}_\delta = \left| \bar{c}_3 \cdot \bar{x}_\delta - \bar{x} \right| \\
\bar{x}_1 &= \bar{x}_\alpha - \bar{A}_1 \cdot (\bar{d}_\alpha), \quad \bar{x}_2 = \bar{x}_\beta - \bar{A}_2 \cdot (\bar{d}_\beta), \quad \bar{x}_3 = \bar{x}_\delta - \bar{A}_3 \cdot (\bar{d}_\delta) \\
\bar{x}(t+1) &= \frac{\bar{x}_1 + \bar{x}_2 + \bar{x}_3}{3}
\end{align*}
\]

**D. Attacking the Prey (Exploitation)**

Hunting process (Optimization) gets complete when grey wolves attack the victim when it stops moving. For mathematically model the attacking process, the value of ‘\(a\)’ gets decreased from \(2\) to \(0\) when iteration progress. Accordingly random value \(A\) in \([-a, a]\) also getting reduced. When the value of ‘\(A\)’ becomes less than \(1\) means exploitation is achieved and the suggested candidate solution proceeds towards local optimal solution, which in turn leads to inactive state (stagnation).

In order to avoid local stagnation, the value of ‘\(A\)’ is assumed to be either greater than \(1\) or lesser than \(-1\), which makes the wolves far away from the prey and achieves the exploration phase (search of victim). Another factor to be considered as part of exploration process is ‘\(C\)’ of range \([0,2]\) and it denotes the random weight of victim with respect to distance. When \(C > 1\), it emphasize its effect and when \(C < 1\) it reduces its influence.

**IV. THE PROPOSED “SRP-GWO” ALGORITHM**

The proposed algorithm has been developed to prioritize the risks involved in software development process. As suggested, the algorithm has been stratified in order to obtain the optimal risk prioritization results. The algorithm is implemented in ten different projects from two organizations and the results are compared with other existing algorithms. The process flow of grey wolf optimization for Software Risk Prioritization (SRP-GWO) is represented in Fig 2.
In our study, fitness function is defined as determining the distance between the wolves and all the centroids and assigns the wolves to the appropriate cluster based on the minimal distance. Fitness function is represented in Fig 3.

For each wolf I
Measure the distance between each wolf (I) and all centroids Check if wolf (I) not assigned
Assign wolf(I) to its nearest centroid
End For (if I = max. number of Wolves)

Fig 3 Fitness Function

C. Clustering

Mirjalili et al.,[14] suggested that the wolves live as a group of size between 5 and 15. Thus for grouping, K-means clustering algorithm has been used such that each cluster has minimal of 5 and maximum of 15 wolves. The number of clusters, centroids and mapping of wolves into the clusters are performed using equations (8 – 10). The cluster function is denoted in Fig 4.

No. of Clusters = Ceiling ($\frac{\text{Number of Wolves}}{15}$)  \hspace{1cm} (8)
No. of Centroids = Number of Clusters \hspace{1cm} (9)
Distance = $|X_i – \text{Centroid}_j|$ \hspace{1cm} (10)

Categorizing scale. The evaluation is based on comparing the six risk prioritization techniques to determine which one performs well upon various criterion attributes like simplicity (easy to use and understand), performance (takes less amount of time), adaptability (more number of risk factors getting added), stability (performs consistent on different situations) and accuracy. The experiment is performed using interview mode by getting a feedback from software practitioners’ about their experience and understanding about each technique on these five criterion attributes. This experimental study is adopted based on the experimental practices suggested in [29]|[31].

A. Experimental Design

The proposed “SRP-GWO” algorithm is implemented on a real life pilot project in an organization in order to evaluate the performance of proposed algorithm with other existing risk prioritization techniques. The project has been selected carefully with the following characteristics in mind: widely used web based e-commerce application, medium in size with a six member team. The evaluation is based on the perspective of eight member team comprises of six developers, one project manager and one customer.

For this study, there are total of thirty five software risks factors were identified for the selected pilot project based on expert judgment method. The project manager, customer and the team practitioners were actively involved as part of risk identification process. The same set of identified thirty five risks are assigned to each member and asked them to prioritize the risks independently.

In order to achieve the accurate and consistent results, the test was conducted with specific intervals over a time period by focusing on evaluating only one technique in a day. Further, to get the knowledge and clarity among the practitioners’ on the techniques to be tested, thirty minutes brainstorming session was scheduled each day in which the participants discusses about the technique which they are going to evaluate on the particular day. Following the brainstorming session, two hours are allotted for each participant to complete the evaluation process.

B. Threats to Validity

By performing the experimental analysis based on one project, immediate question one can think of: How valid the results are? Thus, we have carefully selected the project from an organization by keeping this question in mind and ensured that the selected project satisfies the set of characteristics as highlighted earlier. The objective of this study is to evaluate the performance of the proposed SRP-GWO algorithm by comparison with other existing risk prioritization algorithm on the selected pilot project. This experimental evaluation process also involves various threats that are identified as follows:

**Risk Identification:** Expert judgement technique has been adopted to identify the risk factors for the selected project. The team comprises of scrum master, product owner and group of developers are involved in the risk identification process. The number of risk factors selected for the validation is limited to thirty five by keeping in mind the time duration to perform the experiment.
Nature of Risk Factors: The risk factors are selected based on the influence it had on the project outcomes. There are different categories of risks such as technical risks, project management risks, customer related risks, organizational management related risks and so on. Eventhough the risks belong to different categories, the impact it makes on the project might be same. Thus, the team involved in the risk selection process are considered the above factors are the risks are identified from all possible categories.

Team involved in validation: In general, adding more people in the software development process leads to more confusion and delay in the project deliverables [30]. Hence, the number of people involved in this evaluation process is limited to eight who are part of the development team.

Risk Characteristics: The identified risk factors are carefully chosen based on the influence it had on the project outcomes with respect to cost, duration, scope or quality. However, dependent risks and external risks are not considered as part of this experimental process.

C. Experimental Analysis

A questionnaire has been prepared as part of the interviewing process in which a set of questions are asked to each participants on the selected technique. The participants are expected to provide answers in the range of values and the average value has been considered for our evaluation. The following questions are as part of the questionnaire used in the interview process.

1) The experimental evaluation starts with the first question to development team on how simple the risk prioritization techniques to understand and to adapt in the project. The results are highlighted in Fig 6. The feedback from the participants suggests that SRP-GWO were simple to understand and adapt in their project followed by categorizing scale technique. Also team feedback suggests PSO followed by AHP are most difficult techniques to follow.

2) The next question was how the prioritization techniques reacts when the number of risks or the work environment changes. The lesser value signifies least adaptability and higher value denotes the particular technique is highly adaptable with respect to the changes. The result as shown in Fig 7 proves that most of the participants felt Delphi is highly adaptable technique followed by Average Ranking. Our approach (SRP-GWO) ranks third among all and PSO is the least flexible approach related to changes.

3) The third question to team was how much time they spent to perform the prioritization. The higher value denotes the particular technique consumes least time to complete the prioritization process and the team was happy about the performance and lower value shows the team was not happy due to the more time consumption. The results are highlighted in Fig 8. The result indicates SRP-GWO is the fastest technique among all followed by Average Ranking and categorizing scale. Most participants suggest Delphi method is the slowest among all other techniques which took more time to complete the task since it involves more amount of manual effort.

4) The next question was that the team to rank the technique based on the consistency level of the results over a period of time. The Fig 9 suggests most of the participant prefers SRP-GWO was the most stable technique followed by PSO and Delphi. Also most of team members felt AHP was least consistent technique with respect to risk prioritization among all other methods.
5) Finally the teams were asked to provide feedback about the accuracy level on the derived results of the techniques. The result in Fig 10 clearly indicates SRP-GWO was the most accurate risk prioritization technique followed by PSO and AHP. Most participants indicate Delphi was the least accurate technique among other existing methods.

Based on the team inputs, evaluation of SRP-GWO has been performed against other existing prioritization techniques and the results are derived for individual contributing attributes. Further, it is necessary to determine the overall best risk prioritization technique for by considering the weights for five criterion attributes. The weights of the individual attributes as highlighted in Table I are necessary for stakeholders to define the importance of criterion attributes.

**Fig 11 provides the comparison of proposed SRP-GWO algorithm among all other existing methods based on weighted criterion attribute. The result proves that SRP-GWO outperforms all other techniques on the basis of evaluation criteria.**

**TABLE I**

**ASSOCIATED WEIGHTS OF EACH CRITERION ATTRIBUTE**

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Associated Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplicity</td>
<td>4</td>
</tr>
<tr>
<td>Adaptability</td>
<td>6</td>
</tr>
<tr>
<td>Running</td>
<td>5</td>
</tr>
<tr>
<td>Time</td>
<td></td>
</tr>
<tr>
<td>Consistency</td>
<td>8</td>
</tr>
<tr>
<td>Accuracy</td>
<td>7</td>
</tr>
</tbody>
</table>

In this study, for the selected pilot project the weights are derived based on expert judgment by conducting a brainstorming session among development team members as part of the sprint planning. The eq. (11) and (12) are used to determine the overall best risk prioritization technique.

\[
R_{xy} = W(A_x) \times \left( N + S_x(M_y) \right) \quad \text{(11)}
\]

\[
OR(M_y) = \frac{\sum y=1 S_{x,y}}{N_A} \quad \text{(12)}
\]

where,

- \( R_{xy} \) denotes Ranking of technique \( y \) in criterion attribute \( x \)
- \( W(A_x) \) represent weights of attribute \( x \)
- \( N \) is number of techniques compared
- \( S_x(M_y) \) suggest score of technique \( y \) in criterion attribute \( x \)
- \( OR(M_y) \) is overall ranking of technique \( y \)
- \( N_A \) represent number of criterion attribute

**VI. CONCLUSION AND FUTURE ENHANCEMENTS**

This study proposed a risk prioritization algorithm using grey wolf optimization technique. The suggested approach ranks the critical risk factors and helps to optimize the risks which in turn enhance the successful delivery of the project. This approach has been implemented in a real life pilot project and the performance was evaluated against other existing techniques such as AHP, PSO, Delphi, Average Ranking and Categorizing scale based on five criterion attribute measures namely Simplicity, Adaptability, Running time, Consistency and Accuracy. Based on the analysis, the result proves that the suggested SRP-GWO algorithm outperforms all other existing optimization algorithms with respect to criterion attribute measures. The limitations of this study are: (i) Although the evaluation of this study is based on pilot project and with the closed set of eight member team, the results are closely confined to this environment. (ii) The derived overall score among the prioritization techniques is relative to the weights assigned to the criterion attributes. Thus, for any changes in the weight in turn modify the results obtained. Future work might be focussed on validation using different industrial projects, incorporating metrics based evaluation, integrating mutation and other existing evolutionary attributes with grey wolf optimization algorithm for achieving the better results.
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