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Abstract: Chronic renal failure is not well explored. In this study, an artificial intelligence technique is proposed for overcoming the occurrence of local minima and local maxima in diagnosing the progression of kidney disease. An AI technique, a mixture of ALO and ANFIS, E-Anfis (Enhanced Adaptive Neurofuzzy Inference System) is introduced. Normally back propagation is used in ANFIS, but in proposed using new optimizer ALO. The performance of ANFIS is improved by utilizing the Ant Lion Optimizer. This enhanced ANFIS used to diagnose the progression stage of the CKD. The proposed technique was executed in Matlab/Simulink platform and compared with the existing techniques ANFIS, fuzzy, and ANN. Performance evaluation is assessed in terms of accuracy, recall, precision, F-measure and specificity. The obtained results showed that the newly introduced E-Anfis is the best algorithm when compared to other involved existing algorithms.

Index Terms: Ant Lion Optimizer, Adaptive Neurofuzzy Inference System, data mining, E-Anfis, GFR, microalbuminuria.

I. INTRODUCTION

Chronic kidney disease is a decline in kidney function due to any type of diabetes mellitus, abnormal blood pressure, glomerulonephritis, congenital abnormalities in the kidneys, or genetic reasons [1]. CKD leads to lack in removing wastes and extra fluids from the body. The hormone level is imbalanced in the body and not able to maintain the body’s balance of acid and base [3]. According to the severity of the disease, CRF is classified into five stages based on the Glomerular Filtration Rate (GFR). Stage 1 represents kidney damage with normal or increased GFR and final stage 5 referred as kidney failure wherein there is total loss of kidney function. At this stage, most of the people need dialysis [1] [2]. The problems relevant to CRF may happen gradually, over a long period of time without symptoms and they may end at end stage renal failure. Early identification and treatment are therefore useful in preventing the progression of the disease. The kidney disease progression considered as a function of various factors including GFR, urine microalbumin, serum sodium, serum potassium, serum uric acid, blood urea, total protein, serum albumin [1]. [2] [4]. Among these, microalbuminuria (30-300 mg/day) is an earlier sign of chronic kidney disease [5].

In recent years, early diagnosis of the disease determines the appropriate time to apply medical treatments for CKD received great attention among physicians. Researchers through studies try to diagnose CKD in patients as early as possible and to control the risk factors of the disease progression like high blood pressure, proteinuria, and hyperphosphatemia [6], [7]. Based on the evaluation, different models were developed to predict progression. However, they cannot accurately predict the variations of GFR [8]. This paper is further organized as: Section 2 represents related work, Section 3 provides materials and methods, Section 4 is modelling of E-Anfis technique based on ant lion optimizer, Section 5 is the result and discussion, and finally Section 6 provides the conclusion.

II. SURVEY OF RELATED RESEARCH WORKS

Aguilar et al. analysed the factors associated with CKD on 105 patients. The CKD related factors were age more than 65, sex, presence of cardiovascular disease, anemia, and overweight with BMI>30. Their work showed that age and anemia both were the strongest factors relevant with CKD [9]. There has been more number of studies on GFR variations among different CKD patients. Artificial Intelligent and machine learning techniques have been increasingly used in disease forecasting.

Gaspari et al. (2004) derived from 12 prediction equations by plasma iohexol clearance in a group of 91 renal transplant patients [10]. They found that all models overestimate renal function. Brier et al. (2003) compared neural networks with logistic regression in prediction of delayed graft function (DGF) in renal transplant patients. They evaluated the results of neural network with logistic regression and founded higher sensitivity of logistic regression in the prediction of DGF (91 versus 80%), neural network was sensitive to prediction for DGF (66 versus 47%) [11]. Hussain et al. (2011) given an tool for detecting cancer using support vector machines (SVM). They evaluated the performance of the new method with remaining classification methods. Accordingly, SVM improved in its performance [12]. Recently, fuzzy methods, especially expert systems have been increasingly used in prediction of diseases. It seems like employing this method with clinical tools for diagnosis of diseases and the condition may reduce diagnostic errors. Fuzzy inference technique is accurate. ANFIS is based on neural networks concepts. ANFIS network is proposed by Jang et al. [13]. This is a network equivalent to...
Takagi-Sugeno fuzzy system. Learning is continuous update of parameters. ANFIS is a hybrid algorithm in which back propagation algorithm is used to update fundamental factors [14].

If we can predict the renal function worsening, we can manage this disorder. An appropriate parameter should be considered for disease worsening. The microalbuminuria is the parameter, which detects the progression of kidney disease at an earlier stage [15]. The other additional parameters considered in this paper is GFR, serum sodium, serum potassium, serum uric acid, blood urea, total protein, and serum albumin. No other efficient method proposed in the past for predicting CKD worsening time [16]. The objective is to provide a reliable method with good accuracy in healthcare system.

III. MATERIALS AND METHODS

A. Data Collection

The datas of the present study were the renal failure test records of diagnosed CKD patients from Dr. Jeyasekharan Medical Trust, Kanniyakumari during January 2014 – December 2017. The new parameter included is urine microalbumin. All the procedures were approved by the committee of Dr. Jeyasekharan Medical Trust. A total of 900 CKD patient’s lab data were collected.

B. Input Selection

E-ANFIS is used in the proposed study to predict GFR values. The GFR value is calculated by MDRD equation.

All variables were used as continuous to have a good training. Seven variables were influencing parameters of GFR [17]. These variables included urine microalbumin, serum sodium, serum potassium, serum uric acid, total protein, blood urea, and serum albumin. These variables were taken as the inputs of the predicting model. The existing work excluded the urine microalbumin lab data. In this proposed study we included this as an additional attribute. The correlation between the considered variables and GFR values were calculated using Pearson correlation coefficients technique. Pearson correlation coefficients test was used to determine the most significant input variables and this was used because of the continuous nature of the variables.
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Fig. 1 and table 1 represent the correlation coefficients between the inputs and output GFR at 4-month interval. Of the 7 inputs, microalbumin is more correlated with the output. Therefore, we considered the urine microalbumin as a new input for modelling the technique for diagnosing the progression.

In the next step, the GFR values were predicted at 4-, 8-, and 12-month intervals using E-ANFIS network model. The real data during a four-year period were collected at 4-month intervals. Therefore, the GFR values were predicted for three sequential 4-month intervals at 4-, 8-, and 12-month intervals.

C. Building Training and Test Datasets

The first step is to train all neural networks into training and test datasets. Training data used for optimization of weights. Testing data used for quality and forecasts. The test datasets are normally selected among 25 to 35% of the original data. In this work, 30% of the data were selected for test data, remaining 70% were used as for training.

D. Fuzzification of Input Variables

Neurofuzzy classifier in MATLAB was used to fuzzify input variables and to establish the rule base.

E. Creating a Fuzzy Rule Base for E-ANFIS

The fuzzy rules are generated using the membership functions of input variables. Total 200 rules (6*8+3*8+3*8+2*8+2*8+2*8+2*8+2*8) are created in the rule base and used to estimate GFR values. Table 2 shows membership function for the considered variables in this study. Figure 2 shows the E-ANFIS architecture of the predicting model used in the proposed work.

![E-ANFIS Architecture](image)
IV. SECTION

Modelling of proposed E-ANFIS technique:

The structure of fuzzy inference system is a model that maps input variables to input membership functions, output variables to output membership functions, and the output membership functions to decision associated with the output.

Fuzzy Logic Algorithmic steps:

Input:
ur ac, ur ma, sr Na, sr K, tp, sr ua, sr al
Output:
Chronic kidney disease progression- Progression, Non-progression.

Begin
Input crisp value
Set fuzzy model with if-then rules.
Assign fuzzy member for the input variables.
Introduce ALO
Output variable is predicted using input variable.
Generate rules

Calculate Guassian Membership function

\[ \text{Gaussian} (x; c, \sigma) = e^{-\frac{(x-c)^2}{2\sigma^2}} \]

where c is function centre and \( \sigma \) is function width.

Rule base Construction.

Defuzzification of the fuzzy value. The Centre of Sum method for defuzzification

\[ \text{Defuzzification} = \frac{\sum z \cdot \mu_z \cdot \sigma}{\sum \mu_z} \]

Where n is the number of fuzzy sets, z is the number of fuzzy variables, c is the membership function.

End

Table 2: Description of the data attributes and membership function:

<table>
<thead>
<tr>
<th>Type</th>
<th>NumInputs</th>
<th>NumOutputs</th>
<th>InLabels</th>
<th>OutLabels</th>
<th>Numrules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>:Mamdani</td>
<td>:Progression/Nonprogression</td>
<td>8</td>
<td>1</td>
<td>200</td>
</tr>
<tr>
<td>Optimizer</td>
<td>:ALO</td>
<td>DefuzzMethod: COS</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A. Accuracy

Number of correct output from all output made. Accuracy is not the be-all and end-all metric to use when selecting the best model. Accuracy is the traditional way to measure the performance of a system but equally weighs the positive and negative results, which may not be desirable in an informal retrieval system, as the number of negative results can vastly outweigh the number of positive results. Thus other parameters also considered.
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\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \times 100
\]

From Fig. 4 and Table 5, it is known that the proposed algorithm is more précised than the existing algorithms. ANFIS requires large amount of labelled data in order to provide proper result. The newly added attribute urine microalbumin helps in taking decision, thus the proposed E-ANFIS gives more precision rate.

### C. Recall

If a disease progressive patient diagnosed as non progressive, the cost associated with false negative will be high as the patient is left untreated. It is necessary to prove that the proposed algorithm improves the percentage of recall.

\[
\text{Recall/Sensitivity} = \frac{TP}{TP + FN} \times 100
\]

Figure 5 and Table 6 shows the recall percentage. Network paralysis occurs in existing algorithms when the weights are adjusted from very low to very high and vice versa. The proposed E-ANFIS takes many repeated presentations of the input patterns and the weights are needed adjusted before the network is able to settle down into an optimal solution. This improves the percentage of recall in the proposed algorithm.

### D. Specificity

In medical diagnosis, specificity is the ability of a test to correctly identify those without the disease (true negative rate). In this proposed work true negative is the number of patients who undergoes conservative care.

\[
\text{Specificity} = \frac{TN}{TN + FP} \times 100
\]

<table>
<thead>
<tr>
<th></th>
<th>ANFIS</th>
<th>E-ANFIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>89</td>
<td>95.75</td>
</tr>
<tr>
<td>May</td>
<td>89.5</td>
<td>94.69</td>
</tr>
<tr>
<td>Sep</td>
<td>87.82</td>
<td>95.63</td>
</tr>
</tbody>
</table>

From Fig. 3 and Table 4 it is known that the proposed algorithm given a better accuracy. This is because existing ANFIS uses back propagation algorithm. Back propagation algorithm considers the nearby best fit and the problem is local minima, but there may be better solution at a distant point. Proposed algorithm rectifies the problem by its exploratory behaviour which help in local optima and local maxima avoidance and with its exploitation behaviour it converges rapidly towards the global minimum and global maximum.

### B. Precision

It can be very precise but inaccurate, also be accurate but imprecise. Precision talks about how precise the model is out of those predicted positive, how many of them are actual positive. A false positive means the patient without the disease progression is identified as progression. This will create unwanted chaos in treating the patient. So, the proposed algorithm should be more précised.

\[
\text{Precision} = \frac{TP}{TP + FP} \times 100
\]

<table>
<thead>
<tr>
<th></th>
<th>Jan</th>
<th>May</th>
<th>Sep</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>73.67</td>
<td>69.33</td>
<td>71.67</td>
</tr>
<tr>
<td>Fuzzy</td>
<td>77.33</td>
<td>72</td>
<td>73.33</td>
</tr>
<tr>
<td>ANFIS</td>
<td>78.67</td>
<td>79.33</td>
<td>76.33</td>
</tr>
<tr>
<td>E-ANFIS</td>
<td>91.33</td>
<td>88.33</td>
<td>89.33</td>
</tr>
</tbody>
</table>

### Table 4 Accuracy

<table>
<thead>
<tr>
<th></th>
<th>Jan</th>
<th>May</th>
<th>Sep</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>75</td>
<td>70.91</td>
<td>73.18</td>
</tr>
<tr>
<td>Fuzzy</td>
<td>80.45</td>
<td>74.09</td>
<td>76.82</td>
</tr>
<tr>
<td>ANFIS</td>
<td>80.91</td>
<td>81.36</td>
<td>78.64</td>
</tr>
<tr>
<td>E-ANFIS</td>
<td>92.27</td>
<td>89.09</td>
<td>89.55</td>
</tr>
</tbody>
</table>

From Fig. 4 and Table 4 it is known that the proposed algorithm given a better accuracy. This is because existing ANFIS uses back propagation algorithm. Back propagation algorithm considers the nearby best fit and the problem is local minima, but there may be better solution at a distant point. Proposed algorithm rectifies the problem by its exploratory behaviour which help in local optima and local maxima avoidance and with its exploitation behaviour it converges rapidly towards the global minimum and global maximum.
functions. F-score judges the quality of the algorithm.

VI. CONCLUSION

E-ANFIS was developed for modelling the renal failure progression with an additional attribute urine microalbumin. The model predict the GFR for 4-, 8-, and 12-month intervals. Existing ANFIS model uses back propagation algorithm as an optimizer, which has the problem of local minima and local maxima occurrence, but the proposed E-ANFIS overcomes this problem by obtaining global minima and global maxima. Network paralysis occurs in existing ANFIS, but it is rectified in new model E-ANFIS by generating automatic rules equivalent to membership function. Existing ANFIS model is slow in convergence. This convergence problem is also solved in proposed model by adding a new labelled data urine microalbumin. The proposed algorithm proved as an acceptable method. The comparative analysis has done with ANN, fuzzy, and ANFIS. This proposed algorithm can be used in other applications also, example: stock market to analyse the movement of the stocks by considering the following inputs: 52 weeks high, 52 weeks low, day’s low, day’s high, open price, close price etc. In this study, the number of rules generated by E-ANFIS is more than the number of membership function of the variables are high, so the computational time may be increased. This can be avoided by considering the most influencing factors of GFR.
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