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Abstract: Predicting software reliability means gauging the future occurrences of failures in software in order to align the process of the software maintenance. This paper presents a model based on FKNN (Fuzzy k-Nearest Neighbor) and nature inspired Glowworm swarm optimization (GSO) to understand the relationship between the data of software failure time and the nearest n failure time and finally predict the reliability of the software. Glowworm-Swarm Optimization (GSO) is used to search finest combination of weights aimed to obtain maximum regression accuracy and fuzzy k-nearest neighbor (FKNN) to allocate the degree of membership to various software metrics using fuzzy logic concepts. The performance of the proposed model has been compared with the known existing models to evaluate the prediction efficiency of GSO- FKNN.

Index Terms: Fuzzy Membership function, Glowworm swarm Optimization (GSO), K-Nearest Neighbor (KNN), Software Reliability Prediction (SRE), MAE (Mean-Absolute Error), MSE (Mean-Squared Error)

I. INTRODUCTION

Now a days, we are surrounded by different types of software’s who directly or indirectly lays impact on our everyday tasks and decisions. However, with the development of software industry, tremendous growth in the size and costing of the software, large amount of efforts and time in development of software was noted [22]. Since human are unequivocally reliant on the software system in everyday life, any issue related to software or system failures results in diminishing customer satisfaction especially in safety critical system. To avoid such situation, considering the process of forecasting software failures during the development phase was proposed [21]. During research it was observed that majority of faults are found in common modules and deliberate efforts on fault removal from common modules will be beneficial [16]. Later on it was noted that the focused study of the failure dataset can work as a platform to build software reliability prediction model applicable on forthcoming software projects [6]. Software reliability modeling is important since the software is utilized in varied area of numerous applications. To produce reliable, efficient and flexible software products at the resulting stage, it plays a major role in providing path for establishing, handling and preserving the software was discovered [3]. Past data research have demonstrated that the effect of software defects is experienced globally which influence us both financially and on a human side too was noted by P. K. Kapur [12]. Therefore, software reliability prediction plays vital role and has become a major research area in software engineering. S. Chatterjee [18] noted that whenever a functional unit fails to perform its defines function it is termed as failure and a methodology to analyze these failures are termed as software reliability model. The most essential task in software reliability prediction is the prediction of parameter. There are two types of techniques involved in the prediction of parameters namely, LSE (Least Square Error) and MLE (Maximum Likelihood Estimation) were explained [2]. Software Reliability Growth Models (SRGMs) are used in combination with removed faults in order to measure the reliability of the software more efficiently. The parameters which are appropriate to the model are calculated by both least square and first-order differential techniques [24]. In earlier works, recurrent architecture and ensemble model which is based on the concepts of Genetic-Programming (GP) and Group Method of Data Handling (GMDH) has participated in the accurate prediction of software was discovered by Ramakan [17]. Reliability of the software was predicted based on multi-layer Feed Forward Artificial Neural Network (FF-ANN) namely Logistic Growth Curve Model. The FF-ANN was carried out through the presence of network of hidden neurons. By taking advantage of the network’s weights, a neuro-genetic approach is also presented for reliability prediction [14]. The approaches used earlier for predicting the software reliability are mostly based on statistics which to a large extent resulted in unsatisfactory performance in terms of prediction. Thus, all the recent research introduced machine learning techniques like Data mining, Naïve bayes algorithm, Support vector machine (SVM), and ANN etc. was noted by Hiroyuki Okamura [7]. In spite of the fact that software faults have been contemplated utilizing these techniques, there are still numerous parts of flaws staying hazy.
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For predicting the efficiency of the software accurately, a support vector regression technique is applied. The parameters of SVR should be selected carefully for calculating the reliability more exactly. The defect datasets are partitioned into training and test subsets during the selection of parameters. However the calculation of SVR parameters is a critical task. Although several approaches have been exploited, they contain some drawbacks were noted by WeiZhao [23] and Cong Jin, [4].

II. LITERATURE REVIEW

The Component-based Software systems (CBSSs) introduced by Kirti Tyagi and Arun Sharma [10] is a Rule-based approach which faced difficulty in estimating the reliability exactly because it was a real-world event. To overcome this, two types of basic soft computing methods was utilized here namely, fuzzy computing and probabilistic computing. These methods were introduced based on four factors. The first factor was the reusability. This was defined as the usage of a component again and again in various applications. The second factor was the operational profile. Here an entire set of activities were contained and also the occurrence for the expectation was included. The third one was the dependability of the component. Here the output of one component was used as the input for the next. The last one was the complexity. It was given by the amount of components and the inter connection between them. The proposed fuzzy computing contains three phases. In the first phase, the classification tables were converted into continuous classifications. Then at the second phase, an inference engine was utilized to handle those classifications. At last, these fuzzy numbers were converted into single real valued numbers in the final phase.

Ahmet Okutan and Olcay Taner Yildiz [1] introduced concept of Bayesian networks to predict defects in the software. In order to calculate the defects in software, they utilized two metrics. Firstly for the Number of Developers-NOD (Number of Children) and secondly for the Source Code Quality-LOCQ (Lack of Coding Quality) was utilized. To identify the incompleteness, LOCQ was utilized. In NOD, the knowledge about the developer was contained. Using this knowledge, the interconnection between the number of developers and the length of errors which can be affected easily can be identified. The connection between the metrics and the proneness of faults were decided by the Bayesian networks. The expectation of errors to occur at the border was also defined by the Bayesian networks. In Bayesian network, a graph was contained with a combination of vertices (V) and edges (E). Here a metric was denoted by V and the interconnection between the two metrics and defectiveness was denoted by E. In the event that an edge (E) was available from metric m1 to metric m2 then this would imply that defectiveness was powerful on metric m1. Correspondingly, if an edge (E) was available from metric m2 towards m1 then this would imply that m1 was powerful on metric m2 and so on.

A Time dependent fault detection and fault removal model was designed by Mengmeng Zhu and Hoang Pham [11] for predicting software reliability. The estimation of dependent faults, removal of imperfect defects and the total number of defects, a software reliability model known as NHPP (nonhomogeneous poisson process) was presented. The removal of faults, detection of faults etc. were done based on the programmer’s ability, types of faults and programming complexity. The model parameters can be calculated by applying the genetic algorithm (GA). In this approach faults were depended on the faults identified in the previous stage and can be eliminated during detection phase. But in some cases faults were not visible at the testing phase instead it will be visible only at the operation phase. A Fuzzy Analytic Hierarchy based approach for Structure-based software reliability allocation was introduced by Subhashis Chatterjee et.al [19]. The reliability of software was estimated during the design phase of the software. The view point of the user was integrated and a model for software reliability allocation was introduced. In this model, the success of reliability can be guaranteed. For allocation of reliability, in this method, the communication among users, software engineers and programmers was enhanced. With the help of our proposed model, the reliability can be estimated at the planning and design phase itself. To split the problem from higher level to lower level, a hierarchical structure was developed. The entire process was used to determine the parameters of the Hierarchy. A Multi-Objective Optimization based approach proposed by Dr. M. Sangeetha et.al [5] aimed at Software reliability allocation for improving quality considered factors like reliability, cost and schedule were taken into account and an effective software reliability allocation method was developed. Here the reliability of the software was increased by various software reliability models, reliability evaluation, debugger employment, internal quality factors and the estimation of computation results. During the allocation of reliability of the software, a multi objective optimization technique was introduced which was supported by both the effectiveness of resources and schedule planning. In this proposed optimization technique, reliability of the software was increased and the factors like cost and schedule were decreased. Software architecture, data of software failure and project information were the three inputs utilized. The information about the number of modules contained in the software was given in the software architecture. The requirements like reliability goal, budget and schedule were included in the project information. The parameters of the software reliability models can be calculated by the failure data.
III. SOFTWARE RELIABILITY MODEL BASED ON GSO OPTIMIZED FUZZY KNN FOR RELIABILITY PREDICTION

Software-Reliability is defined as the process of sudden occurrence of successful executions of an input state which was selected from the input space under specified operating conditions. To construct and preserve the quality of software, the process of predicting the software reliability plays a major role. Its main aim is to eliminate the number of failures caused in a system during development stage because these failures will reduce the performance. The estimation of reliability of software is a critical step because the accuracy varies from one application to another and also there will be increased cost. To overcome this type of problems, several types of Software-Reliability-Growth-Models (SRGMs) have been utilized for predicting the reliability of the software. The two common types of SRGMs are the parametric and the non-parametric model. In parametric model, the nonhomogeneous poisson process (NHPP) is utilized while in non-parametric model various machine learning and soft computing techniques are utilized.

The statistical independence between consecutive software failures is considered as assumption in majority of the currently available models for predicting software. However, there is a question mark till now on predicting reliability of software and addressing this problem will be considered as motivation. Hence this research work plans to develop an efficient model for predicting software reliability aided at the determination of reliability of software.

Software reliability prediction is core task among the processes of software development. Constructing powerful reliability prediction model is a key element to make good reliable software products. Recently, Fuzzy control systems were largely used to solve nonlinear prediction problems in many fields. Existing methods of predicting software reliability suffer from poor performance for accurate failure estimation. In this research work an efficient model for software reliability prediction has been proposed on an adaptive fuzzy k-nearest neighbor (FKNN), where we allocate the degree of membership to various software metrics using fuzzy logic concepts. Assuming the distance of its k-nearest neighbors, the fuzzy strength parameter ‘k’ and the neighborhood size ‘m’ are adaptively specified by the Quantum Glowworm Swarm Optimization (QGSO) algorithm. In our proposed model to calculate the reliability ‘R’ for the software detect data set we used the number of failures, number of test cases and time interval. In existing approach of reliability prediction, reliability ‘R’ is calculated only by using number of failures and time interval.

To achieve parameter optimization for FKNN, the task of GSO algorithm is to determine the very much discriminative features for reliability prediction are subset from software failure dataset. Further to control the ability of GSO algorithm in the local and global search an adaptive Control Parameter is used including acceleration coefficients and inertia weight.

The creation of population of worms is randomly created by GSO algorithm in which each worm is a candidate subset of features. Each candidate is encoded with its Luciferin value and its fitness is assessed using FKNN. In addition, the proposed model has reduced the computational time by a large margin owing to its parallel implementation. The proposed software reliability prediction model, named GSO-FKNN has been implemented on Matlab working platform and the experimental results compared with existing techniques.
A. Reliability Prediction of SRGMs

SRGM can be utilized to comprehend the idea of how and why software fails and what are the methodologies ought to be utilized to measure the software reliability. This software failure dataset is used to conclude the readiness of the software to finally launch. The approach is aimed to capture the system’s test data in order to forecast the number of failures. The SRGM used during the fault removal process are discrete time model and continuous time model. The former is based on the number of test cases whereas the latter uses the CPU time as the basic parameter. The basic models that are based on the software fault data are as follows:

**Time Between Failure Models**
- Study about the time between various failures which may be random variable which indicate the time between K and K-1 failures.

**Failure Count Models**
- Faults are counted using stochastic process along with failure rate which are time dependent and can be calculated from observed value of failure counts.

**Input Domain Based Model**
- Number of test cases are created from the input distributions. The reliability is measured from the number of detected faults during the implementation of test cases.

**Fault Seeding Models**
- Faults are seeded in a program which is to be implemented and then testing is performed. After that the numbers of exposed seeded faults are counted and the reliability of software can be measured.

A. Determination of Software Metrics

Majority of software metrics like the object-oriented metrics or the process-oriented metrics have been used to predict software defect because as per the recent studies object-oriented metrics and process-oriented metrics are efficient in analysing and predicting faults as compared to traditional size-complexity metrics. In the recent researches the Fuzzy inference systems (FIS) are used to make decision making simpler so that the real time problem can be directed to make a decision and act accordingly. The FIS are aimed to reinforce the process of human reasoning by means of Fuzzy logic (If-Then rules). The proposed model incorporates Fuzzy inference system (FIS) to build development of membership function. The dataset for the study is from PROMISE Software Engineering Repository KC2 data set which contains 21 software metrics whereas on the basis of earlier research it was noted that only 13 software measurements holds major role in fault prediction. The method used for creation of fuzzy sets for static code software metrics is depicted in the figure ---

![Fig. 2. Types of SRGM](image)

Let \( Y \) represent a set of \( M \) training patterns \((S_1, S_2, \ldots, S_j, \ldots, S_n)\) and \( S_j \) represent a feature. The feature \( S_j \) has a value \( p_{j1}, p_{j2}, \ldots, p_{jm}, S_j \_{\text{min}} \), \( S_j \_{\text{max}} \). And \( S_j \_{\text{min}} \) represent the minimum and maximum value of feature \( S_j \).

1. Sort the values of feature \( S_j \) in ascending order.
2. Perform \( K \)-means clustering algorithm for clustering the quantitative values of the feature \( S_j \) into \( K \) clusters \( x_{j1}, x_{j2}, \ldots, x_{jK} \). Where, \( x_{j\min} \) and \( x_{j\max} \) denote the minimum and maximum value of \( i \)-th cluster \( C_j(i) \).
3. Determine the centres of the cluster \( (c_{j1}, c_{j2}, \ldots, c_{jK}) \) of \( K \) clusters \( (x_{j1}, x_{j2}, \ldots, x_{jK}) \).
4. Aims to calculate the membership value of two boundary points every cluster.

**Substep 4.1.** Calculate the difference between adjacent data. For each pair \( V_1 \) and \( V_2 \) where \( V_1 = \{1, 2, \ldots, n - 1\} \) the difference is \( \text{diff} = V_{i+1} - V_i \).

**Substep 4.2.** The similarity value between adjacent data of quantitative values of feature \( S_j \) needs to be determined. The formula mentioned below is used to find how similar the adjacent data is.

\[
s_n = \left\{ \begin{array}{ll}
1 - \frac{\text{diff}}{C \cdot \sigma} & \text{for } \text{diff} \leq C \cdot \sigma \\
0 & \text{otherwise}
\end{array} \right.
\]

Where, \( s_n \) represents the similarity component between adjacent data, \( \sigma \) represents Standard derivation of \( \text{diff} \) and \( C \) refers to Control Parameter that decides the shape of membership functions.

![Fig. 3. Creation of Fuzzy Sets](image)
A. k-NN for regression

K-Nearest Neighbor (k-NN) is a Machine-Learning (ML) algorithm used to group the input data on the basis of k nearest neighbors. The algorithm is very simple, effective and non-parametric. K-NN categorizes its data during the testing phase rather than training phase thus is called as lazy learning algorithm. K-NN being a lazy learning method makes its adaptable to the changes however on the other hand it takes larger computation time during testing. K-NN is used for regression and classification. When K Nearest Neighbour (K-NN) is used for regression problems then the prediction is based on the average of the K-most similar instances. Thus the choice of K is important in building the K-NN model. To obtain estimates of the model parameters that are unknown we use cross validation technique.

In order to work on regression we use k-NN to evaluate \( x_t \) (testing point) which means weighted average of the closest training points. A kernel function is incorporated to evaluate the closeness of testing point and finally calculate weight of each neighbour. Consider the training dataset be \( X = \{ x_1, x_2, \ldots, x_M \} \) which has M training points and all these holds N features. The weighted Euclidean distance is used to capture the closeness of training point with the testing point where number of features is denoted as N, weight \( w_n \) which ranges between \( 0 \leq w_n \leq 1 \) is assigned to nth feature. The formula is expressed as

\[
d(X_t, X_i) = \sqrt{\sum_{n=1}^{N} w_n (x_{t,n} - x_{i,n})^2}
\]

(1)

Summarising we can say that entire approach reflects the weight of the feature which signifies the importance of the feature.

In the proposed approach Glowworm-Swarm Optimization (GSO) is used to search finest combination of weights aimed to obtain maximum regression accuracy. Further, as a kernel function we have used the Gaussian Radial Basis Function (RBF) that decays as an exponential function of the difference between two data points (for e.g., the weighted Euclidean distance in our case). The Gaussian Radial Basis Function (RBF) is expressed as

\[
\phi(x_t, x_{(i)}) = \exp \left(-d(x_t, x_{(i)})/\beta \right)
\]

(2)

Where \( \beta \) refers to Gaussian Decay Factor and is set to half of the mean distance between training points and their k-nearest neighbors [18].

B. Feature Weighting with GSO

With the aim to maximize the regression accuracy, an optimal feature weight vector is determined referred as Feature Weighting. Root Mean Square Error (used as Error measure) indicates the optimal combination of weights. The RMSE is evaluated using k-Fold Cross Validation (CV) and the steps are depicted in the figure 4.

\[
\text{Fig. 4. RMSE evaluation using k-fold cross validation}
\]

C. Optimization of the Weight

To differentiate feature selection from the feature weighting, the problem of optimization of the weights is framed as

\[
\text{Minimize } \varepsilon_{CV} = \varepsilon_{CV}(w) \text{, subject to } 0 \leq w_n \leq 1, n = 1, 2, \ldots, N
\]

(3)

In addressing the problem of weight optimization the proposed approach incorporates Glowworm-swarm optimization (GSO) algorithm [25] as depicted by Eq. (4). The agents \( i \) in the algorithm are glowworms that carry a luminescence quantity called luciferin \( (l(t)) \) along with them. These agents are randomly deployed initially in the search space. Using the objective function the fitness of the glowworms is evaluated and broadcasted to the neighbors. The agents identify each other and move using a probabilistic mechanism and comparing luciferin values. The algorithm follow three phases:

Phase 1: Initially the luciferin value of all glowworms remain same. Luciferin is updated on the basis of the function values of their positions where little value is deducted from luciferin as the decay with time.

\[
l(t) = (1 - \rho) l(t-1) + \gamma \times f(x_t(t))
\]

(4)

Where

\( q \) is the luciferin decay constant \( (0 < \rho < 1) \),

\( \gamma \) is the luciferin enhancement constant and

\( f(x_t(t)) \) represents the value of the objective function at
agent $i$’s location at iteration $t$.

Phase 2: In phase 2, the glowworms, using the probabilistic mechanism, move towards the brighter glowworms.

The probability of a glowworm $i$ moving towards a neighbor $j$ is given by:

$$ P_{ij}(t) = \frac{l_j(t) - l_i(t)}{\sum_{k \in N_i(t)} l_k(t) - l_i(t)} \tag{5} $$

Where $N_i(t)$ behaves agent $i$’s neighbor muster during iteration $t$. $N_i(t)$ is shown as follows:

where $x_j(t)$ is agent $j$ location calculated at iteration $t$, the Euclidian distance between glowworms $i$ and $j$ is represented by $\|x_j(t) - x_i(t)\|$ at iteration $t$, $l_i(t)$ is a measure of the luciferin held by glowworm $j$ at iteration $t$, $r'(t)$ is the changeable local-decision range associated with glowworm $i$ at iteration $t$.

$$ x_j(t+1) = x_j(t) + \frac{x_j(t) - x_i(t)}{\|x_j(t) - x_i(t)\|} $$ \tag{6}

Phase 3: On the basis of the local information, glowworms takes decision of their movements. The Radical sensor range determines the number of peaks and acts as a strong function to calculate the local decision range.

In extreme cases, we may need to find multiple peaks where the sensor range is made a varying parameter, and each agent $i$ is associated with a local-decision domain whose radial range is dynamic in nature. The local-decision domain update rule can be represented as follows:

$$ r_s'(t+1) = \min\{r_s, \max\{0, r_s'(t) + \beta(n_i - |N_i(t)|)\}\} \tag{7} $$

Where $r_s'$ is the decision radius of agent $i$ at iteration $t$ and satisfies $0 < r_s' < r_s$.

$r_s$ is the sensor radial range,

$\beta$ is change rate of neighbor-domain and

$n_i$ is threshold for numbers of glowworms within decision range.

D. Forecasting k-NN Formulation

If that the total number of observed failures are $n$ and the execution time is $t_i, i=1,2,\ldots,n$, then the general software reliability prediction model can be represented as follows:

$$ t_i = (t_{i-m}, t_{i-m+1}, \ldots, t_{i-1}) \tag{8} $$

Where $t_{i-m}, t_{i-m+1}, \ldots, t_{i-1}$ is a vector of lagged variables, and the dimensions of the input vector are represented by $m$ or the number of past observations related to the future value.

The KNN regression approach tries to find out the proper representation of software failure time data. The approximating function $f$ plays the vital role in solving the problems of prediction. It provides the auto-correlation between the data and produces estimates. Therefore, to predict reliability of the software the KNN is trained first to understand the relationship between historical reliability metrics and then the failures are predicted.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

For evaluating the performance of the proposed parameter estimation approach for SRGMs, MATLAB 2013 simulation tool is used. In this paper, six classic Software Reliability Models were chosen to calculate prediction accuracy. Out of which four models were compared with other models. The Failure Data have been taken from NASA public software defect datasets set from the promise software engineering repository. The NASA public repository datasets such as CM1, JM1, KC1, KC2 as data 1,2,3 and 4 respectively is utilized with up to 100 test cases comprising 500 data. All the evaluations done for proposed fuzzy k-nearest neighbor with GSO Algorithm is given based on this dataset.

A. Performance Evaluation

For performance evaluation of our proposed work, the models depicted in figure no 5 are used and the processing is made using GSO optimization algorithm.

<table>
<thead>
<tr>
<th>Type</th>
<th>SRGM</th>
<th>$\mu(t)$</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite failure</td>
<td>Poisson</td>
<td>$\mu(t) = \mu(1 - e^{-\beta t})$</td>
<td>M1</td>
</tr>
<tr>
<td>Finite failure</td>
<td>Delay 5 shaped model</td>
<td>$\mu(t) = \mu(1 - \frac{t}{\alpha})$</td>
<td>M2</td>
</tr>
<tr>
<td>Finite failure</td>
<td>Weibull model</td>
<td>$\mu(t) = \mu(1 - e^{-\beta t})$</td>
<td>M3</td>
</tr>
<tr>
<td>Infinite failure</td>
<td>Poisson</td>
<td>$\mu(t) = a \ln(1 + \beta t)$</td>
<td>M4</td>
</tr>
<tr>
<td>Binomial</td>
<td>JMO model</td>
<td>$\mu(t) = \mu(1 - \exp(-\alpha t))$</td>
<td>M5</td>
</tr>
<tr>
<td>Infinite failure</td>
<td>Durand model</td>
<td>$\mu(t) = \mu(1 - \exp(-\alpha t))$</td>
<td>M6</td>
</tr>
</tbody>
</table>

Fig 5. SRGM Models

In this M1, M2, M4, M5, M6 has two parameters and M3 has three parameters respectively. With our approach, three models are accomplished to perform comparison with the existing approaches.
As per the result of experiment evaluation, the six SRMs parameter estimation accuracy were determined. All the Models are satisfied with characteristics of SRGM. In general, our experiment gives the better results for all the four models, using novel FKNN-GSO approach.

Thus the above comparisons proved the efficiency of the proposed algorithm with existing results.

### B. Comparison Criteria

There are several approaches to evaluate the fitting between calculated values of SRGMs and a real data set. In this paper we have used MAE (Mean-Absolute Error), MSE (Mean-Squared Error):

The mean squared error (MSE) is the average value of the squares of the difference between the estimated value and the observed number of software errors:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (m_i - m(t_i))^2$$ \hspace{1cm} (9)

The mean absolute error (MAE) is the average value of the absolute errors:

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |m_i - m(t_i)|$$ \hspace{1cm} (10)

Where $m_i$ is the observed real failures, and $m(t_i)$ is the estimated failures using a SRGM.

The estimation of MSE for the proposed fuzzy k-nearest neighbor with Glowworm swarm optimization (GSO) Algorithm is done by utilization of NASA public repository datasets with up to 100 test cases comprising of 700 data and is compared with existing FNN as in figure 6. This comparison with ANN and FNN proved the efficiency of proposed fuzzy k-nearest neighbor with GSO algorithm. Compare to the ANN approach, MSE values of proposed approach are smaller than the results of ANN for all four dataset

### Table 1: Parameter estimation accuracy of SRGM models

<table>
<thead>
<tr>
<th>NAS A data</th>
<th>G-O</th>
<th>Dela y S shap e</th>
<th>Wei-bul l</th>
<th>M-O</th>
<th>JMO</th>
<th>Dun-an e</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>75.7</td>
<td>73.43</td>
<td>34.21</td>
<td>39.6</td>
<td>6</td>
<td>50.3</td>
</tr>
<tr>
<td>JM1</td>
<td>61.3</td>
<td>55.67</td>
<td>23.43</td>
<td>28.0</td>
<td>3</td>
<td>37.8</td>
</tr>
<tr>
<td>KC1</td>
<td>72.4</td>
<td>59.70</td>
<td>37.90</td>
<td>37.3</td>
<td>3</td>
<td>53.6</td>
</tr>
<tr>
<td>KC2</td>
<td>73.5</td>
<td>56.13</td>
<td>39.56</td>
<td>37.9</td>
<td>8</td>
<td>42.1</td>
</tr>
</tbody>
</table>

Fig. 6. MSE comparison of NASA datasets

Then simultaneously Mean Absolute Error (MAE) parameter estimation comparison is done for proposed fuzzy k-nearest neighbor with GSO algorithm with existing ANN is illustrated in figure 7.

Compare to the ANN approach, all of the minimum MAE values proposed approach are smaller than the results of ANN for three dataset except dataset3 where the higher values are noted.

Fig. 7. MAE comparison of NASA datasets

These comparisons proved the efficiency of the proposed algorithm with existing results.
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Then simultaneously Mean Absolute Error (MSE) parameter estimation comparison is done for proposed fuzzy k-nearest neighbor with GSO algorithm with existing FNN and is estimated for up to 100 test cases with 500 data as illustrated in figure 9.

Also MSE comparison for existing ANN is given for proposed fuzzy k-nearest neighbor with GSO algorithm and is estimated for up to 100 test cases with 700 data and is illustrated in figure 8. These comparisons proved the efficiency of the proposed algorithm with existing results.
The results derived from modelling the co-relation between the software failure time sequences on the dataset 1,2,3,4 using our proposed FKNN-GSO approach is depicted in the table 2. To maintain the same pattern for the comparative analysis the datasets used to check the correlation is same as cited in [22], [23] and [24]. Park et al. implemented FF-NN and incorporated failure arrangement numbers as info and aggregate time to failure as wanted. The proposed FKNN-GSO approach has given average prediction error lowest as 1.43 as compared to the average prediction error got by as 1.60 utilizing SVM (Support Vector Machine), 2.45 when utilizing feed-forward neural system, 2.74 based on recurrent neural system, and 4.69 when utilizing feed-forward neural network. Thus the proposed FKNN-GSO approach gives much less mean prediction error as compared to other approaches in all the four datasets.

**VI. CONCLUSIONS**

The quality of software systems is improved with the aid of software defect prediction mostly done by software defect classification and software defect ranking. In this work, a GSO optimized FKNN-based model for software reliability prediction model is introduced. Here the reliability of software is predicted with a FKNN-based model by handling the system failure rate. The predictive accuracy is optimized with the Glowworm-Swarm optimization algorithm aimed to search finest combination of weights to obtain maximum regression accuracy and incorporation of adaptive fuzzy k-nearest neighbor (FKNN) to allocate the degree of
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Membership to various software metrics using fuzzy logic concepts. Models using Euclidean distance metrics ensures the most optimal and reliable prediction results. The study provides an attractive model for software reliability prediction and hence this technique ensures accurate predictions and reliability of too many real time applications such as health monitoring systems, safety critical systems etc., in Intelligent Environment systems. Although in future further investigation may be aimed at paying attention towards evaluating efficiency of the proposed model on larger datasets. In future, Evolutionary algorithms such as differential evolution, GAs, simulated annealing, chaotic GAs, and PSO can be connected to acquire more proper parameters for kernel functions, and thus accomplish more precise predictive capability in context of software reliability.
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