Abstract: The focus of the proposed method is to provide a solution to the problem of predicting the presence of breast cancer for the data in the UCI Repository. The strong ideology of the proposed method is to predict the presence of cancerous information based on the details of parameters from UCI Repository. The feature selection of proposed method tunes certain parameters to select only few features which are most essential and relevant and far away from the redundant information. The output of feature selection algorithm is given to the SVM classifier with various parameters to train and test in the ratio of 90:10, where 90% of information is considered as Training data with proposed method and the rest 10% of data is considered as a Test the data. The proposed method has included the improvement in mRMR feature selection by tuning the parameters of features with respect to feature set. Thus, the proposed statistical approach has yielded a good result of 98.3% accuracy during the testing phase against the training phase over the UCI Wisconsin data repository.
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I. INTRODUCTION

Prevention is better than cure. Identification of cancer at early stages is very important in surviving the lives of the human beings. Thus, we have a new approach of analyzing the data of UCI repository; as such, the analysis can be done at the early stages of the patient’s data by incorporating the proposed statistical method. Treatment for cancer can be provided once it is detected. Thus, there are various mechanisms to determine the presence of cancer based on the details of the patient’s data. The mechanisms include Digital Mammography and Ultrasound, where the digital mammography includes various methodologies to predict the presence of cancer tissues in human body. The different stages of the prediction are Feature Processing, Feature Extraction, Feature Selection, and Feature Classification. Similarly, the Ultrasound mechanism includes passing the ultrasound rays on human bodies, where the presence of Breast Cancer is suspected, further processing is carried out to predict the presence of breast cancer or not. There are several research methods proposed by many authors to address the problems of identifying and classifying the information of a data provided in UCI repository. However, there is a need for a method, which improves the accuracy of classifying the data items into various classes like benign or malignant. Thus, we have a new methodology to address the problem of identifying the data’s of UCI Repository into various classes of identification.

The organization of entire research paper can be visualized in different sections like section 2 describes the related work, while section 3 presents the proposed Improvised mRMR, section 4 discusses the results and analyses the comparison existing methods with respect to the proposed method. Finally, section 5 concludes the research paper with few contributions.

Fig.1. Architecture of proposed Improvised feature selection mRMR method.

II. RELATED WORK

Supervised feature selection approaches are those data which are labeled. Traditional supervised methods such as Fisher Score [1] [2] [3] [4] rank features individually according to the criterion, which can not consider the correlation among different features. Linear discriminant analysis (LDA for short) [5] [6] [7] [8] was proposed to elevate features by maximizing the ratio between the class scatter and within class scatter. Unfortunately, LDA suffers from the small sample size problem because it needs to calculate the inverse matrix of within class scatter, which is singular when the number of training samples is smaller than the dimensionality of the data [9] [10] [11] [12]. To avoid this problem, maximum margin criterion(MMC for short) based algorithm is proposed in [13] [14] [15] [16].
which uses a linear combination of traces between class scatter and within class scatter in the objective function and introduces a constraint of orthogonal weight matrix. However, all supervised methods have the common limitation of the requirement of sufficient labeled data, which is very expensive to obtain in practice. The performances of such supervised methods, however, usually drop dramatically when the labeled training data are Scarce Semi-supervised feature selections, by contrast, exploit not only labeled but also unlabeled training data. As a result, semi-supervised methods are able to select features by utilizing unlabeled data when there is limited number of labelled data. Among others, graph Laplacian based semi-supervised methods assumes that most data examples lie on a low dimensional manifold, such as semi-supervised Discriminant Analysis (SDA) [17] [18] [19] [20] [21] [22]. In graph Laplacian based methods, graph Laplacian matrix is introduced to harness the unlabeled samples. However, they are usually less efficient on handling large-scale data because of the time-consuming computation of the graph [23] [24] [25] [26]. Therefore, it is necessary and important to study unsupervised feature selection. The paper should have the following structure

III. PROPOSED METHOD

The proposed method consists of various stages of data analysis, such as feature extraction, feature selection and feature classification. We have identified a methodology of statistical machine learning algorithm to analyze and understand certain relevant properties of attributes, which are most essential and uniquely distinguishes from other set of features. The feature extraction involves loading of data into attributes of a proposed system, as such it is most suitable and useful for further processing stages.

3.1. Feature Extraction

Either the feature extraction plays a very important role in machine learning algorithm, as the features extracted from images or data needs to be validated based on the features extracted from the data attributes. Further, the feature extraction involves representing each column of data items from UCI repository into different attributes like Mean radius, texture mean, perimeter mean, smoothness mean, compactness mean and various other features are represented by attributes. These attributes information is extracted into the individual variables of attributes to measure the accuracy of the statistical approach.

3.2. mRMR Feature Selection

The proposed method has improvised the feature selection algorithm mRMR by tuning certain set of features selected from a set of features obtained from features extracted. The feature selection approach plays a vital role in selecting the important features, which are not mutually exclusive, correlation, and similarity scores. The feature selection algorithm is mainly dependent on these three features like similarity scores, correlation, and mutually exclusive nature of the attributes.

The mutually exclusive property of the proposed method consists of tuning of parameters like shown in eq. (1).

\[ S(P, c) = \frac{1}{\sqrt{P}} \sum_{i=1}^{c} I(P_i, c) \]  

(1)

Sample S (P, c) represents the features P that belongs to class c and the class c indicates whether the selected features are same or different. \( P_i \) indicates the features considered for validation of features, whether they exhibit the features of mutually exclusion.

\[ P(i,j) = \sum_{c} P(i,j) \]  

(2)

It is clear from the above eq. (2) that mutually exclusive property is exhibited. The redundancies of all features are calculated as per eq. (3).

\[ M(i,j) = \frac{1}{\sqrt{P}} \sum_{i=1}^{m} \sum_{j=1}^{n} P(i,j) \]  

(3)

The existing feature selection algorithm does not explains how the weights are to be used along with the summated results will give boosting to the selection of relevant data from features extracted as per (4).

\[ 1 \frac{1}{\sqrt{P}} \sum_{i=1}^{m} \sum_{j=1}^{n} P(i,j) \]  

(4)

Eq.(4), indicates the weights calculated from the summated features, when both indexes i and j are similar in nature, the weights are used along with the summated features extracted from the data. This weight makes a contribution of filtering redundant features from a set of features of a data and provides relevant features of data items.

The feature M (i, j) represents the redundant features represented by the weights of features \( P(i,j) \). The weights w are calculated by applying the condition \( w \in i,j = 1 \).

\[ f_p = \max_{p} \left[ \frac{1}{\sqrt{P}} \sum_{i=1}^{m} \sum_{j=1}^{n} P(i,j) \right] \]  

(5)

Where, \( f_p \) indicates the features selected from a relevant data represented by individual attributes. Thus, we have defined a variable \( f \) to find the most relevant correlated features of an attribute that exhibits the maximum correlation with minimum redundancy. The optimization of features selected from the features set is done with the help of a similarity measure exhibited by the features \( f_p \).

\[ F_s = \max_{c \in 1 \&} \left[ I(p, c) + f_p \right] \]  

(6)
Where $F_g$ is the optimized features selected from the features set selected from a feature extraction stage. Thus, the optimization of features is done by making the union of the features set $F_p$ with the original class information. Thereby, we shall see the optimized results of the proposed method. The results of the features are selected with more optimization. The feature selection is made by tuning the parameters of the attributes like gaining the weights of the equation, while calculating the features from a raw feature. Thus, we have been able to select the most relevant features and from a set of features extracted.

### 3.1.1 Improvised mRMR Feature Selection Algorithm

**Input:** The set of raw feature are given as input to the system.

**Description:** The purpose of the proposed Feature Selection Algorithm is to optimize the features selected from a raw data.

**Output:** The optimized features.

**Algorithm**

<table>
<thead>
<tr>
<th>Begin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step.1</td>
</tr>
<tr>
<td>Step. 1.1</td>
</tr>
<tr>
<td>Step. 2</td>
</tr>
<tr>
<td>Step.2.1</td>
</tr>
<tr>
<td>Step.2.2</td>
</tr>
<tr>
<td>Step.2.3</td>
</tr>
<tr>
<td>Step.2.4</td>
</tr>
<tr>
<td>Step.3</td>
</tr>
<tr>
<td>Step.3.1</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>

### 3.3. Features Classification

Classification is one of the prominent and important algorithms in machine learning, as it is useful in classifying the features of a data selected from feature selection algorithm. There are various feature classification algorithm such as naïve bayes, SVM and nearest neighbor. This entire algorithm has a certain set of advantages. SVM is the supervised machine learning classification algorithm.

The features selected from features selection algorithm is used as input to feature classifier SVM, which classifies the selected features into two different classes like Benign and Malignant. Benign indicates the early stages of the cancer and malignant indicates the later stages of the cancer. Thus, the proposed method uses 2 classes of classification. The feature selection algorithm has provided relevant data, while minimizing the irrelevant data items from a list of attributes. Further, the black coloured samples indicate the features of malignant separated from the features of benign indicated in yellow colour. The above Fig.1. Represents the samples separated based on certain parameters of the proposed method; as such it clearly separates the two classes of features.

**Fig 2.** Result of SVM Classifier result of Classification of SVM has yielded an accuracy of determining the Benign and Malignant breast cancer tissues data obtained from the proposed method of statistical method. The UCI repository consists of attributes like Mean Radius, which has been considered along x-axis and the other parameter mean data attribute is represented along y-axis, and has been indicated along X-Y plane to show the accuracy of the proposed method. Further, the proposed method statistical approach has been used to exhibit the strength of the feature selection approach. The feature selection algorithm has provided relevant data, while minimizing the irrelevant data items from a list of attributes. Further, the black coloured samples indicate the features of malignant separated from the features of benign indicated in yellow colour. The above Fig.1. Represents the samples separated based on certain parameters of the proposed method; as such it clearly separates the two classes of features.

**Fig 3.** Result of Improvised mRMR feature selection algorithm.

### IV. RESULTS AND DISCUSSION

The proposed method has yielded an accuracy of 98.3%, as it has data items of different attributes of UCI repository; the SVM Classifier has performed the task of classifying the attributes of UCI repository. The UCI repository contains the information of attributes and its class labels. Thus, we have been able to predict the class of information accurately with up to 98.3%. The SVM Classifier has been tuned with certain set of parameters in the ratio of Training versus Testing in the ratio of 90:10, which has summarily yielded an accuracy of 98.3% over a UCI repository.
The result of training versus Testing is indicated in Figure.3. It is clear from the above graphical representation that the testing of 10% of attributes and the 90% of training attributes has yielded accuracy from the above pink line and the blue line. The X-axis represents the number of iterations the proposed algorithm runs for the purpose of yielding the optimized results. Pink colored line indicates the percentage of data items or attributes considered for testing and the blue colored lines indicate the percentage of data attributes considered for training of data items using the improvised mRMR feature selection algorithm. The table.1 presents the results of existing methods with respect to the proposed method in numerical values.

Table 1. Comparison of proposed method with few existing methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Results of Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple classifier System</td>
<td>67.40%</td>
</tr>
<tr>
<td>Colour analysis using K-means clustering technique</td>
<td>71.30%</td>
</tr>
<tr>
<td>Thermal infrared image analysis</td>
<td>76.80%</td>
</tr>
<tr>
<td>Wavelet based thermogram analysis</td>
<td>84.90%</td>
</tr>
<tr>
<td>Improvised mRMR feature selection</td>
<td>98.30%</td>
</tr>
</tbody>
</table>

Classification of features without feature selection has yielded an accuracy of 95.5%, classification of features with mRMR feature selection has given an accuracy of 96.9%, while classification accuracy of SVM with improvised mRMR feature selection has produced an even better accuracy than the SVM with mRMR feature selection. Thus, we state that any research algorithm with improvised mRMR yields good classification accuracy. Our proposed method on Wisconsin data has yielded an accuracy of 98.3%. The below Figure.6 indicates clearly that the proposed method has yielded good results over a data, which shall be extended to other research works.

Fig 4. Ratio of Training versus Testing and its results of accuracy are shown above.

Fig 5. Comparison of proposed method with few existing methods.

Table 2. Comparison of proposed method with few methods of classification without feature selection, and with feature selection

<table>
<thead>
<tr>
<th>Methods</th>
<th>Results of Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM Without feature selection</td>
<td>95.50%</td>
</tr>
<tr>
<td>SVM + mRMR With feature selection</td>
<td>96.90%</td>
</tr>
<tr>
<td>SVM + improvised mRMR feature selection</td>
<td>98.30%</td>
</tr>
</tbody>
</table>

The table-1 shows the comparison of the classification of proposed improvised mRMR feature selection algorithm with respect to other approaches. Further, the graph shown in Figure.4 indicates that 90 % of attributes are considered for training of UCI data and the rest 10 % is considered for testing of data. The below figure.5 states that the percentage of training data considered is 90% of attributes in runtime with different possible set of attributes, the rest of the data attributes 10% of the data are considered for testing the data based on the trained data attributes to test the efficacy of the proposed method.

The results of the classification of proposed improvised mRMR feature selection algorithm with respect to other approaches has shown significant improvement than other existing methodologies.

Fig 6. Comparison of methods with feature selection, with improvised feature selection and without feature selection algorithm.
V. CONCLUSION

The proposed research contributes to the subject of breast cancer identification by providing the improvised mRMR feature selection method, thereby, we have been able to select on few significant features, which are most essential and relevant is selected from a raw set of features. Further, the proposed method uses the classification by support vector machine, which is linear in nature, with the help of improvised mRMR feature selection algorithm and feature classification (SVM) method the data sets are classified as benign and malignant. The proposed method has produced an accuracy of 98.3%, which shows the significance of the proposed method with respect to classification.
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