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Abstract: Identification of genes causing the diseases is a major challenging problem towards diagnosing and providing treatment in a earlier manner. Many motivating methodologies are being proposed for the identification of disease genes. Generally, the unique variation among the previously proposed methodologies depend on the prior knowledge, also machine learning methodologies utilized for identifying. Identification of disease gene is normally observed as two class classification issue. Nature of information generates a key issue which can have an effect on results. In this research work, reliable robust classifier (RRC) based on dual simplex concept has been proposed to allocate a genes to a single disease class. RRC classifies the genes of M classes into M vertices of (M – 1) dimension dual simplex which results in M-class classification turn out to be (M – 1) class task. Since there exist no benchmark method to characterize the genes that have-diseases and not-have-diseases, this research work utilizes support vector machine to predict it. The results of experiments clearly demonstrate the effectiveness of the method with better precision, recall, and F-measure respectively.
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I. INTRODUCTION

Identification of disease genes has become an major problem to improve the awareness regarding diseases mechanisms, and also to get better clinical methodologies. Conventional relationship based studies were conceded to find a huge amount of candidate genes that are interrelated by means of diseases. While utilizing the investigational based approach to recognize disease that connected with disease genes in enormous counts of candidates genes seems to be a costly mission, need of different approaches are in for this purpose. Hence, multiple machine learning methodologies are being introduced to identify and detect the features that are similar between different genes that are known and unknown. The methods vary in two different ways. Firstly, a kind of genomic data is utilized for producing the vector that are based on feature, which are interaction between proteins, profiles of gene expression, and ontology of gene. Additional methods incorporate various sources of data to give priority to candidates disease gene. Secondly, special type of algorithms are being utilized to train the model of prediction. Hence, most studies take this problem as the classification problem of two-class. Few studies suggest the positive set as recognized disease gene and negative set as unrecognized disease gene. But, unrecognized genes set is frequently holds different disease genes, where further methodologies made an attempt to minimize the misunderstanding in the process of classification, that is by choosing a tiny portion of unrecognized gene as a whole negative set. However, the methods seems to be non-robust and non-reliable which attains from unrecognized genes and data that are noisy.

The above discussed methodologies seems to be not implemented in a proposer manner due to relying on the protein information attained from preceding knowledge, holding errors. Furthermore, it lacks due to its incompleteness. Hence, a global preceding knowledge is necessary to handle this issue. Sequence-of-proteins is considered as powerful tool to resolve many issues towards the prediction of disease genes, and there exist null information about unrecognized genes. In addition, it has no use of utilizing the unrecognized genes as negative data. So, utilization of two-class classification algorithm will not be suitable for disease gene prediction.

II. LITERATURE REVIEW

A positive unlabeled learning method [1] based on graph method was proposed with 3 types of attributes of biological terms namely (i) gene ontology, (ii) domains of protein, and (iii) interaction networks between protein-to-protein. In this graph based method, a consistent set of true positive and true negative genes were extracted by utilizing co-training schema, where the performance got down when implementing with unlabelled gene dataset. A methodology [2] was proposed to identify vulnerable disease genes, where this methodology makes classification by means of using two classes namely non-sense and mis-sense by combining many single nucleotide polymorphisms functional annotation databases. But after performing functional enrichment analysis process the misclassification got raised. A single class classification strategy based on sequence [3] was proposed allot genes to a specific disease class that is, either yes or no. Initially features of the vectors and proteins sequences were generated to transform the vector by utilizing the properties of amino acid namely physicochemical property. But the results came with weak classification accuracy and f-measure. A fusion method based on sequence [4] aimed to classify the disease genes, where more priority was given to candidate gene to choose true negatives from it. In this method 4 sets were created to hold true negative by utilizing distance method. C4.5 methodology was applied to increase classification accuracy, but the results had gone inversely. A study [5] was made with the objective to look for
defects of molecular causative in PKD1 & PKD2 genes. For the study 18 patients were selected and performed the following for disease genes, namely (i) sanger sequence, (ii) probe augmentation method for multiplex ligation dependent. But, unexpected results of false negative came with prior value. A method [6] for identifying the gene by integrating the multiple classification algorithms. Initially, priority was given to select the features in order to choose the preferable attribute, then classifier was developed to classify the alzheimers disease genes. Normally, feature selection would be used to improve the classification accuracy, but in this research the false positives were mostly identified which reduces the classification accuracy. A classification method [7] with the base concept of identifying the genes and segregating it into only one class was proposed. The procedures includes grouping of data which have positive values, utilizing the single-class model for classification, and selection of negative data that are common in multiple sets. The procedures were aimed to give prioritization, but the prioritization didn’t shown the expected result. An algorithm for gene selection [8] was proposed termed to identify the genes that are disease. It combines the details that are gathered from protein interaction network and the profiles of gene expression. Also, it picks out the genes through micro array as the disease genes, that is by increasing the consequence and efficient resemblance. It works with the concept of measuring the similarity and results decreased the true positives.

A classification algorithm [9] with the concept of multi-category was proposed to classify the disease gene. It uses the support vector machine concept with linear kernel for testing the classification. The results indicate that the proposed method was not fit for identifying the tumor genes, due to low t-measure value in result. Bu utilizing the different updates from gene databases, 2 human protein interaction network based on large scale was developed [10], for the identification of disease genes. The statistical investigation shows that house-keeping and tissue-enriched networks were having high density, which reduces the classification accuracy. An analysis [11] has made on diseasome network by utilizing a strategy of detecting the disease-gene algorithm with the base of PCA. It is utilized to make investigation between more than one nodes in the same group. The results demonstrated that the algorithm is not fit for real-time datasets.

III. RELIABLE ROBUST CLASSIFIER

In the initial stage of RRC, it is necessary to think about the following training for the dataset for L-class classification problem:

\[ T = ([w^1, z^1], [w^2, z^2], ..., [w^m, z^m]) \]  

where \( w^j \) is the element vector of \( j^{th} \) test and \( z^j \approx (1, 2, ..., L) \) is the number of classification.

Consider any two vertex of a customary simplex are at equal distance, and establish \( u = 1 \) to \( u = M \) map between more than one vertex and class. Hence, every class can be addressed by equivalent vertex’s coordinating vector.

Linearity in RRC to discover a \( x \)-dimensional point \( e^w \), of which every segment have the following format:

\[ e^i[w] = x_s^i + w - a^i \]  

by resolving the consecutive problem:

\[ \max_{x, a} \prod_{i=1}^{l+1} \frac{1}{2} \sum_{i=1}^S \frac{x^T a_i}{a_i^2} - D \prod_{j=1}^M \prod_{k=1}^{|d_j|} \omega^{j,i} \]  

subject to \n
\[ \prod_{i=1}^{l+1} \left( 2 \times U^{d,i} + U^{j,i} \left[ \frac{S}{x^T w^i} - a^i \right] - U^{j,i} \right) \geq (\theta + \omega^{j,i}, \{j = 1, 2, ..., M\}) \]  

where \( D > 0, \theta > 0 \) are the parameters. RRC utilizes an threshold of \( x^T w^i - a^i \approx (1, 2, ..., l + 1) \) to replace. The initial expression of Eq. (3) \( \prod_{i=1}^{l+1} (0.5 \times x^T x^i - a^i) \) is the customary expression, it expects to ensure the assumption capacity of the representation. Clearly, issue Eq. (3) is an derived enhancement with linear imbalance limitations.

It’s necessary to develop a Lagrangian based function for Eq. (3) as pursues:

\[ K(x, a, \omega, \beta, \alpha) = \frac{1}{2} \sum_{i=1}^{l+1} (x^T a_i - a_i^2) - \sum_{j=1}^M \sum_{i=d_j} \omega^{j,i} \beta^{j,i} \left[ \prod_{i=1}^{l+1} 2 \times U^{d,i} + U^{j,i} \right] \]  

where \( \beta^{j,i} \equiv 0 \) and \( \alpha^{j,i} \equiv 0 \) are Lagrangian multipliers. As indicated by the Kuhn Tucker’s method [27], we have the following:

\[ \partial e^i K = x^i + \sum_{j=1}^M \sum_{i=d_j} \beta^{j,i} \times 2 \left( \frac{U^{d,i}_j}{U^{d,i}} \right) w^j = 0 \]  

\[ \partial e^i K = a^i + \sum_{j=1}^M \sum_{i=d_j} \beta^{j,i} \times 2 \left( \frac{U^{d,i}_j}{U^{d,i}} \right) = 0 \]  

furthermore,

\[ \partial \omega^{j,i} = K = D + \beta^{j,i} + \alpha^{j,i} = 0 \]  

At point, of alternative Eq. (4) and Eq. (5) into Eq. (6) and by setting the following conditions

Eqs. (7) – (9) into Eq. (10)

\[ \beta = \left[ \beta_1, ..., \beta_{d_1}, ..., \beta_{d_{L-1}}, ..., \beta_{d_M} \right]^S \]  

\[ F^{j,i} = 2 \times (U^{d,i} + U^{i,j}, ..., U^{d,i}) + U^{d_{L-1},i}, U^{d_{L-1},j}, ..., U^{d_M,i} \]  

\[ E^{j,i} = (U^{d_{L-1},j} + U^{d_{L-1},i}, ..., U^{d_{M-1},j}, U^{d_{M-1},i} + U^{d_{M-1},j}, ..., U^{d_M,i}) \]
while performing the classification for disease genes, it is necessary to perform the following
\[ E^i = \left( E^1, E^2, \ldots, E^N \right)^S \] (12)
From Eq. (12) we can acquire the double problem’s Eq. (3) as:
\[
\max_\beta \frac{1}{2} \beta^T \left( \sum_{i=1}^{l+1} \bar{E}^i (BB^S - ff^S) \bar{E}^i \right) \beta + \bar{\beta}^T \sum_{i=1}^{l+1} (\bar{E}^i - \theta f) \\
\text{Subject to} \quad 0 \leq \beta \leq D f
\] (13)
where \( f \) denotes the vector of \([1,1 \ldots 1]^S\) by means of suitable dimensionalities. We additionally have the accompanying from Eq. (14) and Eq. (15) for making the classification as optimum towards prediction of disease genes with the support vector:
\[
x^i = B^S \bar{E}^i / \beta
\]
\[
a^i = f^S \bar{E}^i / \beta
\] (14) (15)

IV. ABOUT DATASET AND PERFORMANCE METRICS

A. Experimental data
The dataset utilized in [12] is employed in this research work. The dataset holds 5,405 recognized (known) genes traversing 2,751 diseases phenotype. The genes were made to extract by joining OMIM[13] and GENECARD [14] gene data. Also, 16,000 genes were chosen as the unidentified gene set from ENSEMBL [15].

B. Performance Metrics
To measure the prediction performance of existing and proposed classification algorithms, this research work utilizes the traditional performance metrics classification accuracy and F-measure for the evaluation purpose.

- **Precision**: Percentage of true positives over the total of false positives and true positives, which is denoted as Eq. (1)
  \[
  \text{Precision} = \frac{TP}{FP + TP}
  \] (16)

- **Recall**: Percentage of true positives over the total of false negatives and true positives, which is denoted as Eq. (2)
  \[
  \text{Recall} = \frac{TP}{FN + TP}
  \] (17)

- **F-Measure**: Percentage of precision and recall harmonic mean, which is denoted as Eq. (3)
  \[
  F - \text{Measure} = \frac{2 \times (\text{Recall} \times \text{Precision})}{(\text{Recall} + \text{Precision})}
  \] (18)

V. RESULTS AND DISCUSSIONS

Initially, evaluation was made on the consequence of performance of RRC. Also, finest count of features were made to extract by principal component analysis algorithm for the proposed RRC classifier and GA-SVDD [3]. Following the feature selection process, it is made to assess the impact of every physicochemical property of amino acid in the process of identifying the disease genes. Lastly, a comparison was made to validate the effectiveness of RRC and GA-SVDD [3].

To reduce the identifying model’s overfitting, five-fold cross validation was accomplished in experiments, 5,000 recognized and 5,000 unrecognized instance was employed. Disease-genes are seems to be present in the instances, so RRC is used for training purpose where it requires only the positive data. In order to test and estimate the error rate, few negative data is necessarily required. For this purpose, 2 decision approaches were employed. In the prior approach, few unrecognized data were chosen in a random manner and it is considered as a negative data which is utilized in the process of testing. In the final approach, positive-unrecognized strategy was used and it considers the foremost unidentified instances.

To measure the reliability of RRC and GA-SVDD [3], this research work has attempt provide training and testing using RRC. The prediction of result is presented in two manner. Firstly, the result have been demonstrated by using all the features. Secondly, the result have been demonstrated after the features are reduced using PCA.
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classification in a dual manner.

While utilizing all the features (in Fig. 2) RRC attains Precision as 84.62%, Recall as 85.71%, and F-Measure 85.16%, where the GA-SVDD [3] attains Precision as 77.92%, Recall as 80%, and F-Measure 78.95%. While utilizing all the PCA extracted features (in Fig. 4) RRC attains Precision as 87.18%, Recall as 89.47%, and F-Measure 88.31%, where the GA-SVDD [3] attains Precision as 80.65%, Recall as 83.33%, and F-Measure 81.97%.

VI. CONCLUSION

The traditional classifier available are not suitable for predicting the disease gene in bioinformatics based dataset. This research work have proposed a robust classifier for towards predicting the disease gene, by allocating to a single disease class. It performs the classification by means of dual simplex concept , where the classes available are turned into vertices with \((M - 1)\) dimension. The results of experiments clearly demonstrate the effectiveness of the method with better precision, recall, and F-measure respectively.
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