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Abstract— In today’s era, cloud computing has played a major role in providing various services and capabilities to a number of researchers around the globe. One of the major problems we face in cloud is to identify the various constraints related with the delay in the Task accomplishment as well as the enhanced approach to execute the task with high throughput. Many researches have shown that although having an optimum solution is almost impossible but having a sub-optimal solution using heuristic algorithms seems possible. In this paper, we propose “Modified Filtering Algorithm” for task scheduling on cloud environment, compared with previously used particle swarm optimization (PSO), heuristic approaches, and modified PSO algorithm for efficient task scheduling. Comparing all these three algorithms, we aim to generate an optimal schedule in order to minimize completion time of task execution.
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1. INTRODUCTION

In our paper, the calculation of task execution has been done using MFA followed by hereditary calculation and altered PSO calculation for errand planning issue in Cloud figuring condition. The heuristic algorithms have been analyzed and our aim is to show the contrast between each of the previously used approaches and algorithms. We have explored MFA which is called hereditary calculation. Cloud computing is developed from the grid computing, distributed computing and parallel computing. It is a new business computing model and will distribute the tasks on the resources pool which is made up with the large number of computers, storage devices [1]. This paper is take after in which the planning issue is displayed and portrayed. Errand planning is a standout amongst the most vital and basic issues in distributed computing and numerical exploration have been attempted to locate an ideal answer for booking assignments on existing assets in cloud condition. A developmental calculation is utilized to discover a problematic arrangement of the issue in significant way as proposed by R. Buyya[2], the first ever initiation for MFA.

We have adopted a Parallel and appropriated framework comprising of a gathering of interconnected and virtual PCs that are powerfully provisioned, and introduced as at least one brought together registering assets in view of administration level assertions set up through transaction between the specialist co-op and customers [2]. Mainly three types of services are provided by the cloud. First is Infrastructure as a Service (IaaS), which provides cloud users the infrastructure for various purposes like the storage system and computation resources. Second is Platform as a Service (PaaS), which provides the platform to the clients so that they can make their applications on this platform. Third is Software as a Service (SaaS), which provides the software to the users; so users don’t need to install the software on their own machines and they can use the software directly from the cloud [3]. Task scheduling is one of the most important and critical problems in cloud computing and many researches have tried to find an optimal solution for scheduling tasks on existing resources in cloud environment. But the problem of task scheduling has several problems in general as proposed by Z. Yingfeng et. al. [4]. In this paper, we have used MFA in which the number of assumptions are almost non-fuzzy and very less, in fact negligible. Non Fuzzy in the sense that the constants that we have assumed here are coefficients and these coefficients mostly are considered as constants rather than assumptions. MFA, in this paper, can be considered as an evolutionary algorithm that is used to find a sub-optimal solution of the problem in considerable to identify the delay and effective completion time of a given set of tasks in cloud. To reach the solution faster many heuristic based approach were used in the past Roy et. al. [5].

Considering the previous of Z. Yingfeng et. al.; Roy et. al.; Yin et. al.; Verma et. al.; they have used stagnant assumptions like convergence, normalization, recurrence relation, parameters related with stability. We can also see that all the works published by the authors mentioned have given the future resolution in their work as these assumptions have affected the scheduling, increased the complexity of the task accomplishment and most importantly they don’t give the full assurance of job execution, rather they have approached in a predictive manner. We also agree that their work has given better results than the previous works as mentioned in the literature survey.

In the context of our paper, we have absolutely outcasted these highly weighted assumptions (convergence, normalization, recurrence relation, parameters related with...
stability), rather we have used coefficients. Using coefficients overcome the scheduling in a very efficient way because it doesn’t affect the major characteristics of the scheduling of a particular task. Our experimental results justifies this statement. The assumptions we have used as a coefficient has helped scheduling on cloud environment more accurately than the previously used particle swarm optimization (PSO), heuristic approaches, and modified PSO algorithm for efficient task scheduling.

Abraham et al. [6] have investigated three different nature based heuristic algorithms, which are called genetic algorithm, simulated annealing and Tabu search. Genetic algorithm and simulated annealing are inspired from nature. Genetic algorithm simulates natural selection process. The solutions that we have proposed in this paper are evaluated by fitness function for individual task which have better fitness value generated along with new solutions. Using modified filtering algorithm for task scheduling, the results that we have achieved is far better than Particle Swarm Optimization (PSO) and Modified PSO that have been addressed in Yin et al. [7] and Verma et al. [8]. One of the mostly used algorithms is PSO. This algorithm that has developed by Kennedy and Eberhart [9] is one of the evolutionary algorithms which simulates social behavior of flock of birds or groups of fishes toward their desired destination. In [10] a PSO algorithm is introduced by Shih Tang Lo, et al in which the problem of multi-processor resource scheduling is considered. In addition to benefits of heuristic algorithms, such as flexibility and acceptable calculations, PSO has single in kind specifications such as easy implementation and consistent performance. Nowadays PSO algorithm is used in different domains such as neural network training, control system analysis and design, structural optimization and so on. In this paper, PSO algorithm, genetic algorithm and modified PSO algorithm for task scheduling problem in Cloud computing environment are compared with each other. Simulation results show that even if three algorithms show acceptable results, but totally, Modified Filtering Algorithm performance is better than two other algorithms.

In short, identification of various parameters that are related with the delay and effective completion time of a given set of tasks in a particular cloud is the major issue of our work. We have accomplished with a novel filtering approach to compute these parameters. We claim that our work is optimal; the reason as mentioned in the previous paragraph is the use of negligible assumptions. Hence, we propose “Modified Filtering Algorithm” for task scheduling on cloud environment, compared with previously used particle swarm optimization (PSO), heuristic approaches, and modified PSO algorithm for efficient task scheduling. Comparing all these three algorithms, we aim to generate an optimal schedule in order to minimize completion time of task execution.

II. LITERATURE SURVEY

In recent years, the phenomenal advancement in computing speed, development in network technologies and demand for solving large scale problems have led us into the era of high performance distributed computing widely known as Grid computing. The concept of Grid was proposed by [1, 2]. They introduced Grid as a collection of large number of heterogeneous, distributed, decentralized and dynamic resources. The resources may be distributed over multiple control domains and interconnected through high speed communication network. The purpose of Grid is to provide a high performance computing platform for executing large scale applications, which may contain a number of dependent or independent jobs. Appropriate scheduling of the applications onto the Grid resources plays an important role in achieving the goals of Grid.

The servers of a data center account for the largest amount of energy consumed by the data center [3]. Recent works focus on schemes aiming at reducing energy consumption by servers through efficient job scheduling, resource allocation optimization, and virtual machine consolidation [4]. A conservative allocation of resources and jobs in data centers may lead to powering ON a large number of servers, contributing to a large amount of consumed energy [5]. Energy-aware job allocation schemes may be used towards receding the energy consumed by servers [6]. In such a scheme, the traffic distribution and link states of a data-center network are considered for deciding to which servers jobs are allocated. The objective of these schemes is to consolidate network traffic and server load to reduce the fraction of active network equipment, set link speeds to match traffic demand, and turn off non-critical servers.

Cloud-computing data centers may use VMs to consolidate workloads to reduce the number of active servers [9-12, 15-19]. To ensure that the service level agreement (SLA) is met, cloud-computing data centers may set upper limits for resource utilization while placing VMs. This may lead to poor utilization of resources due to the dynamics of data center workloads. A scheme that uses dynamic thresholds was proposed considering the following policies for placing VMs: minimization of VM migration, balancing of resource utilization and SLA violation, and random selection [6]. This scheme achieves energy efficiency by allowing a level of SLA violations. Another approach introduces a power management scheme that implements multiple feedback controllers at the levels of racks, servers, and VMs to improve data center energy efficiency [11]. Although reducing the number of active servers in a data center may improve energy efficiency, over-consolidation may jeopardize the quality of the service (QoS) provided by the data center. Maintaining QoS whilst increasing energy efficiency is critical for the economical sustainability of a data center [10, 15-17]. Minimizing the number of virtual-machine migrations may be employed to maintain service guarantees and to reduce the energy consumption of cloud-computing data centers [16].

In a more direct approach, jobs may be mapped to the existing computing resources to ensure that the satisfaction of the required QoS of different applications [19]. However, these methods require global knowledge of the state of the data center and, in turn, a fast central controller to perform
timely decisions for the dynamic data center networks.

III. SCHEDULING PROBLEM MODELING USING MFA

Our first assumption considers that each task submitted by the user is independent of other tasks. Here, we assume that suppose we have n tasks of which we know of execution time on each processing machine is known and they should be processed on m computational resources and our goal is to minimize completing execution time and optimizing resource utilization.

Figure 1: Model of Cloud Computing data center

Referring to the figure 1 above, if the number of tasks is less than resources, tasks are distributed based on first-come-first-serve (FCFS) scheduling algorithm. Otherwise the task distribution is performed based on scheduling algorithms such as Shortest Job first or Round Robin Scheduling et cetera according to the process. In this paper we assume that number of tasks is more than number of resources, so one task cannot be assigned to different resources, i.e. we assume non-preemptive scheduling. To formulate the problem, set of tasks is defined as $T = \{1,2,3,..., n\}$ are ‘n’ independent jobs and $R = \{1,2,3,...,m\}$ is set of ‘m’ computational resources. We know the execution time of process $i$ on computational node $j$ is known, and it is equal to job Run Time $(t)$. Our goal is to find a matrix $M$ such that if a process $i$ is executed using any resource $j$ then product of and any element of matrix $M$ is 1 otherwise it is 0 and it will minimize the total cost of completion time of task execution on computational resources. In this part two fundamental conditions are considered:

$$\sum_{j=1}^{m} X_{i,j} = 1 \quad \forall \ j \in T(1)$$

$$X_{i,j} \in \{0,1\} \quad \forall \ i \in R, j \in T$$

- The equation 1 and 2 depict the the filter output $X_{i,j}$ where $T$ being the universe of discloser
- Also, $R$ depict the error occurred (iff) in all 10 iterations
- Most significantly the value ranges is i between 0 to 1

Makespan is equal to the execution of the last task for which the processing resource is finished. First limitation ensures that each task is assigned to only one processing resource.

A. Task scheduling using MFA algorithm:

MFA algorithm is one of the most famous evolutionary approaches for optimization which is inspired by the natural selection process. In this approach, characteristics of potential tasks are improved by various defined operators in MFA algorithm. MFA algorithm behaves like heuristic methods. MFA is an attractive computational models for simulating natural evolution for solving delays in accomplishing jobs using many resources. MFA algorithm consists of number of individuals and each one of them is a potential solution for task execution. Using MFA operators, we can change these processes across many generations / populations to find an optimal or suboptimal solution for the same problem. Using evolution theory, only the fittest solutions in the search space have a chance to survive for the next generation and creating offspring of that particular task. The most important aspects of MFA algorithm are:

a) Define the objective function
b) Define and implement the MFA form of the problem,
c) Define and implement the MFA operators.

In mapping between PSO, modified PSO with that of MFA algorithm, individual jobs are now the solutions to the same problem, where population represents the set of solution, fitness demonstrates quality of solutions, and process is a part of representation of the solution. Different steps for MFA algorithm are:

1. Initialization: -An initial population is generated randomly. Each individual represents a potential solution of the problem.
2. Fitness function:- After creating the initial task, we define the fitness function to evaluate the goodness of individuals. Fitness function is different for each optimization problem as the goals differ. In this problem, we use Makespan as fitness function.
3. Selection and Elitism:- Elitism selects the best individuals to go to the next generation without change and selection refers to selecting individuals corresponding to better fitness values for creating new offsprings. For this problem, we randomize the processes for selection.
4. Crossover: - Here, the preceding tasks are virtually generated using selected individuals. The most common way for doing this is to choose any two particular tasks, and compare their parameters (For e.g. completion time). We use crossover at such points while solving the problem.
5. Mutation: - The second way is that MFA algorithm uses for searching is cost-surface for mutation.

B. Task scheduling using PSO algorithm

B.1. PSO algorithm (particle swarm optimization)

PSO is one of the newest heuristic optimization algorithms proposed by Kennedy and Eberhart [9]. Observing the behavior of a flock of birds or group of fishes in order to get to a desired destination is often used to simulate PSO. We consider a population of particles as the initial space.

Each particle in the population represents a potential solution and corresponds to individuals in the evolutionary algorithms. First, we initialize a population randomly where the position of each particle represents a potential solution in the problem space.
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For each particle a position vector is defined which is updated over time (), moreover there is a velocity vector () which is used to update the position vector, consistently and leads to movement in search space. Based on proposed algorithm by Kennedy and Eberhart [9] the formula that exists for updating position vector is:

The update rule for velocity vector is given as:

\[ v_{t+1} = w \cdot v_t + \omega_1 \alpha_1 (p_t - x_t) + \omega_2 \alpha_2 (g_t - x_t) \]  

Then, the position update rule for the solution search space is given as:

\[ x_{t+1} = x_t + v_{t+1} \]  

In equation (3), \( \alpha_1 \) and \( \alpha_2 \) are constant numbers, and are numbers with normal distribution in the range of \([0, 1]\). Velocity vector changes in range of \([0, 1]\). In each generation, we evaluate the fitness function on position vector of each particle and fitness of each particle is evaluated. Two defined parameters in equation 3 and which play very important roles in the process of PSO. represents the best local position that any particle has experienced since the process has started and represents the overall best position among all particles from beginning of the algorithm. Using velocity vector that is updated regularly, particle is able to search around its own best position () and best global position (), is velocity of a particle in time and represents the distance that a particle should travel, and are acceleration coefficients. w is inertia weight. Bigger w searches in the new space, w is inertia weight. Bigger w searches in the existing space. If we want to balance between local and global search, inertia weight and acceleration coefficient should be opted for appropriately. In the velocity equation, new velocity for a particle is updated based on its previous velocity and its distance from its own best position and the best position among all particles, after a particle moves toward its new position according to above equation. Evaluation of each particle at a given time is done based on its previous velocity and its distance from its own best position between all tasks from the beginning of the algorithm.

We propose a modification in the existing MFA algorithm to improve the performance in terms of delay in task injected to and from cloud. The authors have tried to introduce a variance factor in the MFA algorithm, the performance of the algorithm can be improved by adding \( \omega \). The modified equation is illustrated in equation 5 and 6 in the following section.

- \( \omega \) represents if the delay is occurred for the particular task within 10th iterations and
- \( \tau \) is an acknowledgement for accomplishment of the task.

The proposed modification was simulated and tested using Cloud-Sim for delay calculation and minimizing the same using “port knocking”. The simulation results are illustrated in the following sections.

B.2 MFA algorithm for Task Scheduling

At first we perform an accurate mapping between tasks of PSO and MFA problem solutions. The goal is to improve resource utilization and minimize completion time of tasks. PSO is able to solve many optimization problems in different areas. If we suppose that there are n tasks and we aim to distribute them on m processing machines then tasks should be defined in form of n×m matrices. In this position matrix, \( m \) is number of available nodes at scheduling time and \( n \) is number of jobs. Position vector of each task has two main characteristics:

- All elements of position matrix are 0 or 1.
- In some of the vector of position matrix (T2, T3, T6, T7 and T8), there is only one 1 and other elements are zero.

Table 1: A typical events for 9 independent tasks and 3 processing machine

<table>
<thead>
<tr>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>M2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>M3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In this matrix, in each column, each element 1 depicts the machine that executes the task. The second condition ensures that each task should be executed on only one machine. For example in the above position vector, T1 is executed on machine 1 and machine 2, T2 is executed on machine 3 only, T3 on machine 2 and so on. This clearly indicates that T1 has some error.

Velocity matrix dimensions are exactly similar to position matrix i.e. \( m \times n \). And ranges for its elements are \([-V_{max}, +V_{max}] \). So for each element in the population velocity matrix is as (5) (\( V_k \) is velocity matrix of \( k^{th} \) task):

\[ V_k^{ij} \in [-v_{max} +v_{max}] \forall (i,j) \]

where

\[ i \in \{1,2,3,\ldots,m\} \]
\[ j \in \{1,2,3,\ldots,n\} \]

Similar to velocity matrix, \( P_k \) and \( G_k \) are matrices with 0 and 1 elements, \( m \times n \) matrices with 0 and 1 elements.

\( P_k \) matrix represents a matrix that shows the best position of task from beginning of the algorithm and \( G_k \) owns the best position between all tasks from the beginning of the algorithm. In each iteration of the algorithm \( P_k \) and \( G_k \) are updated based on related formulas, which are explained in the previous sections. In each step of the algorithm tasks are evaluated by fitness function of the algorithm. If task’s fitness is better than \( P_k \), then \( P_k \) is replaced by \( X_k \). In order to update \( G_k \) we use \( P_k \) of all tasks. If there is \( P_k \) that is better than \( G_k \), current \( G_k \) is replaced by \( P_k \).

In order to update position vector of tasks we use velocity matrix of that task:

\[ V_k^{ij+1} = w \cdot v_k^{ij} (i,j) + \omega_1 \alpha_1 (P_k^{ij} (i,j) - X_k^{ij} (i,j)) + \omega_2 \alpha_2 (G_k^{ij} (i,j) - X_k^{ij} (i,j)) \]

To update position vector of tasks based on in each column we compare values of all rows in that column, the element that has biggest value, its corresponding element in position vector turns to 1 and other elements in that column become 0.

Fitness function is defined based on our objective. In this paper we look for minimizing Makespan, i.e. the time that execution of last task is completed. So for each machine we sum job run time of all tasks that are assigned to that machine and the biggest number is said to be fitness of that.
We repeat this process until stop criterion of algorithm is satisfied which in our algorithm it is equal to number of iterations. Flowchart of MFA algorithm is as Fig. 2.

**IV. PROPOSED MEASURES**

*Proposed extended MFA (PEMFA) Algorithm*

1. **Smallest Job to fastest processor:** In this algorithm, following steps are performed: At first, we sort existing jobs and existing processors in ascending order, sorting of processors is done on the basis of their processing power. After sorting jobs and processors, jobs are assigned based on one-to-one mapping.

2. **Merging SJFP in MFA algorithm:** In standard MFA algorithm initial jobs are created randomly, but randomness decreases the chance of algorithm to converge to best solution, in order to improve the behavior of MFA algorithm, we merge shortest job to fastest processor algorithm (SJFP) into MFA, i.e. instead of generating initial population randomly we create them considering SJFP algorithm. All other steps are similar to standard MFA algorithm, so the flowchart of this modified MFA algorithm is as Fig. 3.

**V. MODIFIED FILTERING ALGORITHM**

The algorithm of PEMFA

*Step 1: Initialization.* Set the generation counter \( \omega \) with \( i = 1 \) and \( j = 1 \); initialize the task of \( i \) to \( n \) and \( j \) to \( p \) randomly to each task corresponding to a potential solution to the given problem; define light absorption coefficient \( \omega \); set controlling the step size \( X_j \) and the initial attractiveness \( \omega_0 \).

*Step 2: Evaluate the time execution for each task with respect to machine in \( i \) and \( j \) iterations*

*Step 3: while the termination criteria is not satisfied or \( G < \text{MaxGeneration} \) do for \( i=1:n \) (all \( n \) tasks) do for \( j=1:n \) (\( n \) tasks) do if \( (X_j < X_i) \), move task \( i \) towards \( j \); end if there is delay in execution Evaluate new execution time and update time of accomplishment; end for \( j \) end for \( i \)
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\( \alpha_k = \alpha_{k+1} + 1 \);

Step 4: end while
Step 5: post-processing the results and visualization;
End.

Algorithm 1. The Algorithm of Modified Filtering Algorithm

VI. EXPERIMENTS AND RESULTS

We have used 4 VMs for evaluating performance of these algorithms, each VM has 4 GB of RAM and 30 GB of hard disk and 1 up to 4 cores of CPUs, in which each core has 2.3 GHz processing speed. In order to examine the performance of the proposed algorithm we have implemented proposed MFA algorithm. In this task, scheduling problem the criterion that is considered for evaluating performance is Makespan. To test the performance of this algorithm we have tested two different scenarios. In the first scenario, we changed number of tasks from 100 to 800. The second scenario is performed by changing number of iterations for constant number of tasks. Each experiment is repeated 10 times, and final result is the average of all 10 iterations. The criterion that is considered for the performance of this algorithm is Makespan. The improvement percentage is calculated by (7) [11]:

\[ \phi = (1 - \frac{\sum_{t=0}^{n}\text{Makespan}_{\text{PSO}}}{\sum_{t=0}^{n-1} \text{Makespan}_{\text{MFA}}}) \times 100 \]

Table I shows the parameters that are used for proposed MFA, and Table II shows the parameters that are used for PSO and modified PSO in the first scenario:

<table>
<thead>
<tr>
<th>Table I: The modified MFA parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
</tr>
<tr>
<td>Cross over Probability</td>
</tr>
<tr>
<td>Mutation Probability</td>
</tr>
<tr>
<td>Maximum no of Iteration</td>
</tr>
</tbody>
</table>

Concluding results for three algorithms are shown in Table III.

PEMFA

In this paper, PEMFA has been referred as the proposed filter, which yields out the results as the best among all most popular filters used before. PEMFA in this paper is fundamentally used with least possible assumptions; the main effectiveness of PEMFA is result in degradation of MALESPAN. The results from the concluding table shows that PEMFA filtering comes out to be one of the important filtering algorithm which remove assumptions based concept and make the MAKESPAN much lower. But some issues related to previous algorithm is that they have degraded the performance of parameters that they have use (Please refer to the Introduction and Related works).

To avoid these issues, there are two modifications in this algorithm which improve delay and as well as effective completion of time of tasks assigned in cloud and hence
improve the performance of the PEMFA algorithm.

The performance of these three algorithms based on noted values is shown in Fig. 4, in which x-axis represents number of tasks and y-axis shows Makespan.

VII. COMPARATIVE ANALYSIS

Fig. 4: Comparing performance of different algorithms based on noted values

As it is shown in the Table III and Fig. 4, we have performed experiments for 100,200,400 and 800 tasks on 4 VMs. The criterion that is considered for evaluating performance of these algorithms is Makespan i.e. the time in which execution of last task on processing machines becomes completed. Based on presented results in table III and Fig. 4 in comparison between PSO, modified PSO and MFA algorithm, in three sets of experiments MFA algorithm shows better result than PSO and modified PSO, but proposed modified MFA algorithm outperforms these two algorithms. In all sets of experiments, i.e. Makespan for this algorithm is the smallest value in all experiments.

In the second scenario, all parameters are the same as table II and III except number of iterations, which is changed from 20 to 360 iterations. In this experiment number of tasks is constant and is equal to 400. Experimental results are shown in Fig. 5.

Fig. 5: Experimental results of different algorithms

As it is shown in Fig. 5 by incrementing number of generation Makespan decreases, but because of optimized initial jobs in the beginning of algorithm, modified MFA algorithm is able to produce solutions with more optimal Makespan.

VIII. CONCLUSIONS

In this paper, the problem of task scheduling in cloud computing environment is evaluated. Using modified MFA algorithm in comparison with PSO and modified PSO algorithms; which are still considered as the most efficient algorithms for scheduling tasks in distributed systems. In order to improve the performance of standard MFA algorithm the modified MFA algorithm is suggested, in which SJFP algorithm is merged into standard MFA algorithm for generating initial population in order to minimize Makespan. Our experiments depicts that even if both PSO and modified PSO algorithms and MFA algorithm show acceptable results, it can be said that by and large the proposed MFA algorithm shows better results than PSO and modified PSO algorithms. In short, the modified MFA algorithm outperforms these two algorithms from minimizing Makespan point of view. This algorithm can be used in cloud computing environment for efficient scheduling of tasks on existing resources, so that completion time of tasks become minimized.
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