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Abstract--- The sign language is absolutely an ocular interaction linguistic over and done with its built-in grammar, be nothing like basically from that of spoken languages. This research paper presents, an inventive context, whose key aim is to achieve the transmutation of 24 static gestures of American Sign Language alphabets into human or machine identifiable manuscript of English language. The gestures sets considered for cognition and recognition process are purely invariant to location, Background, Background color, illumination, angle, distance, time, and also camera resolution in nature. The gesture recognition process is carried out after clear segmentation and preprocessing stages. As an outcome, this paper yields an average recognition rate of 98.21%, which is an outstanding accuracy comparing to state of art techniques.
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I. INTRODUCTION

The Sign Language (SL) is fashioned using the explicit movements of right or left hand, signs made by actions of finger, and facial expressions of a person to convey their views and thoughts of deaf and dumb society to the non-deaf and dumb society. The SL may not be obviously understand by most of the normal people. So that, there exists an immense communication opening between the deaf and non-deaf communities. With the backing of advanced technology, as personal interpreters for deaf and dumb people are exceptionally challenging to patronage deaf people in their day-to-day endeavors. By the improvement in science and technology, one can consider the developing an optimal framework which interprets gestures into humanoid or machine understandable text, smoothing typical audible range people to understand and converse with hearing impairment society [1]. About more than 120 distinct sign languages are used by deaf community in the earth. American Sign Language (ASL) is an accepted and natural language instigated in early 19th Century at American School for the Deaf, USA with the help of Old French Sign Language, several village sign languages, and home sign systems.

ASL serves as the predominant SL of Deaf Communities. It is the highest and widely using SL and 4th highest usable linguistic in North America, ASL is fast percep-

II. DATA COLLECTION

The collection of data is a crucial role of research work in any kinds of research fields encompassing science, social sciences, technological arena, human science, and professional as well. In the process of collection of data, procedures might differ by domains, the eminence on assuring accurate and genuine assemblage remains the undistinguishable. Regardless of domains of the study, unambiguous collection of data is a necessary platform for improving the reliability of the investiga
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III. SYSTEM ARCHITECTURE

The system architecture of the ASL recognition system is illustrated in Figure 2.

![Diagram](Image 436x9 to 548x95)

**Fig. 2: Cognition and Recognition Process of ASL**

In the cognition phase of Figure 2, primarily, signed gestures are captured by the digital camera of dissimilar resolution from various distances and different angles in plain uniform and complex non-uniform backgrounds with distinct illumination of natural (day) and artificial (night) lighting conditions. After the signed gestures captured, the preprocessing operation like color conversion, resizing the gesture, filtration for noise removal, and etc... are carried out. Later, an imperative task, the segmentation of hand gesture is taken place for further operations. Once the successful hand gesture segmentation is carried out, then the various features of hand gesture are extracted with respect to several factors like gesture size, roundness, centroid, mean, entropy, Local Phase Quantization (LPQ), HOG (Histogram of Oriented Gradients) feature vectors, Zernike moments for amplitude value and angle of moment value, distance transform features, and Gray Level Co-occurrence Matrix (GLCM). All the extracted consolidated features of the gestures are warehoused in feature set (knowledge base) for promote utilization in the recognition phase.

In the recognition phase, the initial four steps of processing are alike as in the cognition phase. In the fifth step of the recognition phase, the Gesture Modelling step, which does the matching of sign and gesture recognition progression is carrying out by comparing the extracted consolidated features of feature set with the extracted consolidated features of the gestures in the recognition phase using machine learning algorithms like Support Vector Machine (SVM), K-Nearest Neighbor (k-NN), Self-Organizing Map (SOM), Artificial Neural Networks (ANN), and etc. Once the successful gesture modelling is completed, then the text associated with the recognized gesture will be put on show.

IV. RELATED WORK

A very less amount of contributions have been endeavored in hand gestures recognition using various segmentation and non-segmentation algorithms with limited recognition rate and time.

ASL Recognition System using Back-Propagation Neural Network (BPNN) Algorithm for 6 hand postures (a, b, c, point, five, and v) of 10 persons in the local system or the frame captured from webcam camera is proposed [11] and obtained 70% and 85% accuracy from Raw Features Classifiers and Histogram Features Classifiers respectively. Recognition of static hand gestures corresponding to digits (0 – 9) is reported in [12] using Motion Vision Based Skin Color Segmentation (MVSCS) Technique with Radial Basis Function Neural Network (RBFNN) as a classifier. Recognition system has conducted in uniform lighting condition and obtained 93.5% of recognition rate. In 2017 [13], the 24 ASL alphabet recognition system implemented in hardware using a Field-Programmable Gate Array (FPGA) with Neuromorphic Camera and Artificial Neural Networks (ANN). The recognition accuracy of 79.58% is obtained for images with an angular variation of approximately ±8°. The ASL Alphabet recognition system is implemented using Principle Component Analysis and Euclidian Distance Classifier (PCA & EDC) [14] and achieved...
98% recognition rate under good illumination and plain light colored background for limited ASL Alphabets. The finger spelled ASL gesture recognition system is presented in [15] using shape based algorithm and Euclidian Distance Classifier. Images were taken in black or dark background. With the 180 point descriptor, an accuracy rate of 79.9% is obtained in real time, for rotation, luminance, and translation invariance gestures in less than half second.

The ASL Hand Gestures Recognition (HGR) System of Alphabets is proposed in [16] using Adaptive Network-based Fuzzy Inference System (ANFIS) and K-Nearest Neighbor (K-NN) Algorithm. An accuracy of 80.77% is achieved when the number of epochs was 10 in shorter recognition time. An occluded and non-occluded static hand gesture recognition system has been designed using Non-negative Matrix Factorization (NMF) and Compressive Sensing (CS) Theory. Here, 2 databases are used for gestures. Database 1 contains 10 static hand gestures of ASL Alphabets (A, B, C, D, G, H, I, L, V, Y) of 3 different backgrounds of uniform light, uniform dark, and complex [17]. Database 2 consists of 10 ASL Numbers (0 – 9). All the hand gestures of database 1 and database 2 are cropped to 80 X 80 Size and 75 X 120 Size respectively. After cropping those gestures are sent as input to experiment. An average recognition rate (Protocol P1 and P2 achieves 96.67% and 98.13% of accuracy respectively) achieved is 97.4%. The Sign Language Recognition (SLR) System to recognize the sign languages images which are obtained from ASL Lexicon Video dataset [18] using Gabor Transformation and ANFIS Classifier and achieved 98% recognition accuracy. An optimal approach [19] for recognizing ASL has been developed to recognize 24 static gestures of ASL Alphabets (I and Z not included) and 10 static gestures of ASL Numbers (0-10) and achieved 93.05% and 95% recognition rate respectively.

V. THE PROPOSED SYSTEM DESIGN

5.1. Face detection

It is a process of detecting the face by identifying different parts of human faces like eyes, nose, mouth and etc. The earliest system developed for face detection applications was viola and jones algorithm, broadly using in digital cameras, smart phones and also many other such places. Though, researchers bring into being that the system workings fine merely to nearby front faces in usual lighting condition with no occlusion. It has a major constraint for detection of faces which are invariant to pose, angle, and distance with different illumination conditions considered.

5.1.1. Bounding box technique

One among the most significant tasks in computer vision and image processing area is object identification / detection. It is well-defined as identifying the precise localities of objects in an image. In Digital Image Processing (DIP), the Bounding Box (BB) is purely the coordinates of the rectangular / circle / line / polygon boundary, which completely surrounds a digital image or some particular probable Region Of Interest (ROI) or multiple probable regions of interest of an image.

In common, every single feature recognition / detection algs returns the ROI in the manner of row and column pixel coordinates and also the height and width. By using the initial coordinates alongside width and height (in pixels), usually code the algorithm to draw bounding boxes. Drawing a BB from place to place, a proposed segmentation focus has turn out to be both a widely held user interface and a communal production for learning-driven detection algorithms.

A user stipulated BB of an object is an uncomplicated and admired communication standard, well-organized by means of numerous current interactive image segmentation frameworks. Such frameworks incline to adventure the stipulated BB simply to eliminate its surface from the importance and on occasion for initializing the energy minimization [20].

In this proposed system design, BB technique detects the various parts (regions) of the human face such as left eye, right eye, mouth, and nose. Based on the various parts of the face detected, the face region will be detected. While detecting face parts and face using BB technique, the ROI to be detected and stored in the various BB technique parameters such as bbox, bbX, faces, and bbfaces.

The 1st parameter, bbox, is used to detect the face parts such as left eye, right eye, mouth, and nose. In detecting face parts, minimum size required for left eye, right eye, mouth, and nose are (12 18), (12 18), (15 25), and (15 18) respectively. Figure 3 shows the BB shapes to detect the various above said face parts. Here, the 1st and 2nd rectangular boxes are for left and right eye and also the 3rd and 4th boxes are for mouth and nose respectively.

Fig. 3: Bounding boxes for face parts detection

Here, the face parts are detected by 4 different regions using the following equations.

For left eye region detection:

\[ \text{region} = \left[ 1, \frac{\text{stdsize} \times 2}{3} \right], 1, \left( \frac{\text{stdsize} \times 2}{3} \right) \]  

(1)

For right eye region detection:

\[ \text{region} = \left[ \frac{\text{stdsize}}{3}, \text{stdsize} \times 1, \left( \frac{\text{stdsize} \times 2}{3} \right) \right] \]  

(2)

For Mouth region detection:

\[ \text{region} = \left[ 1, \text{stdsize}, \left( \frac{\text{stdsize}}{3} \right), \text{stdsize} \right] \]  

(3)

For Nose region detection:

\[ \text{region} = \left[ \left( \frac{\text{stdsize}}{5} \right), \left( \frac{\text{stdsize} \times 4}{5} \right), \left( \frac{\text{stdsize}}{3} \right), \text{stdsize} \right] \]  

(4)

Where, stdsize = standard size of the image = 176.

In all the 4 equations, the regions are detected by con
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Considering from which column location (starting column) to which location (ending column), and also from which row location (starting row) to which location (ending row) of the image. By finding the regions using equation (1) to (4), the detected face parts of the image shown as given in Figure 4. From the various regions of detected face parts, the face is detected using BB technique.

Fig. 4: Detected face parts from the image

The 2nd parameter, bbX, an image with detected face of an image is surrounded with the box. The box might be drawn using rectangle, line, circle, and polygon as mentioned in the code. In proposed technique, the BB shape circle is used to surround the face by using the shape property and the location. The circle property contains 3-element row vector \([x, y, r]\) where, \(x\) and \(y\) are coordinates for the center of the circle and the \(r\) is the radius of the circle, which must be greater than 0. The detected face surrounded with the circle as shown in Figure 5.

The 3rd parameter, faces, the detected face of an image is stored as cell array for further process. At last, the parameter, bbfaces, the detected face of an image with box is stored as cell array for masking the detected face.

Fig. 5: Detected face surrounded with circle

5.1.2. The CIE 1979 \(L^*a^*b^*\) color model

The CIE (Commission Internationale Eclairage) 1976 \(L^*a^*b^*\) Color Model (or CIE LAB), which specifies 2 color spaces; for use with self-luminous colors and surface colors. CIE LAB permits the description of color insights in the form of 3-D space, which is shown in Figure 6.

Fig. 6: CIE LAB description in 3-D space.

The \(L^*\) axis is identified as lightness and ranges from 0 to 100 (say black to white). The other 2 co-ordinates \(a^*\) and \(b^*\) signify redness-greenness and yellowness-blueness respectively. Samples for which \(a^* = b^* = 0\) are achromatic and thus the \(L^*\) axis signifies the achromatic scale of grays from black to white.

The measures \(L^*, a^*,\) and \(b^*\) are acquired by the tristimulus values rendering to the subsequent transformations:

\[
L^* = 116\left(\frac{Y}{Y_n}\right) - 16
\]

for \(Y/Y_n > 0.008856\)

\[
L^* = 116\left(\frac{Y}{Y_n}\right) + 16
\]

for \(Y/Y_n <= 0.008856\)

\[
a^* = 500\left(\frac{X}{X_n}\right) - 3\left(\frac{Y}{Y_n}\right)
\]

for \(X/X_n > 0.008856\)

\[
a^* = 500\left(\frac{X}{X_n}\right) + 0.138\left(\frac{Y}{Y_n}\right)
\]

for \(X/X_n <= 0.008856\)

\[
b^* = 200\left(\frac{Y}{Y_n}\right) - 3\left(\frac{Z}{Z_n}\right)
\]

for \(Z/Z_n > 0.008856\)

\[
b^* = 200\left(\frac{Y}{Y_n}\right) + 0.138\left(\frac{Z}{Z_n}\right)
\]

for \(Z/Z_n <= 0.008856\)

Where, \(X_n, Y_n,\) and \(Z_n\) are the tri-stimulus values of the illuminant (perfect reflecting diffuser), which is used for the computation of \(X, Y,\) and \(Z\) of the sample.
5.1.3. The Otsu thresholding

Converting a greyscale image to monochrome is a common image processing task. The Otsu thresholding [21] works out a universal threshold, level, which is used for translate an intensity image to a binary image. The Otsu’s method selects the threshold to minimize the intraclass variance of the binary pixels, defined as a weighted sum of variances of the 2 classes.

\[
\sigma^2_a(t) = \omega_0 \sigma_0^2 + \omega_1 \sigma_1^2 \quad (11)
\]

Here, the weights \( \omega_0 \) and \( \omega_1 \) are the probabilities of the 2 classes detected using threshold \( t \), and also \( \sigma_0^2 \) and \( \sigma_1^2 \) are the variances of these 2 classes.

The class probability \( \omega_0(t) \) is calculated by the bins of the histogram:

\[
\omega_0(t) = \sum_{i=0}^{L-1} p(i) \quad (12)
\]

\[
\omega_1(t) = \sum_{i=L}^{L-1} p(i) \quad (13)
\]

Otsu displays that minimizing the intra-class variance is as similar as maximizing inter-class variance:

\[
\sigma^2_s(t) = \sigma^2_a(t) = \omega_0 (\mu_0 - \mu)^2 + \omega_1 (\mu_1 - \mu)^2 \quad (14)
\]

\[
= \omega_0 (\mu - \mu_0)^2 + \omega_1 (\mu - \mu_1)^2 \quad (15)
\]

Which is expressed in terms of class probabilities \( \omega \) and class means \( \mu \).

While the class mean \( \mu_0,1(t) \) is:

\[
\mu_0(t) = \frac{\sum_{i=0}^{L-1} p(i) \mu_0(i)}{\omega_0(t)} \quad (16)
\]

\[
\mu_1(t) = \frac{\sum_{i=L}^{L-1} p(i) \mu_1(i)}{\omega_1(t)} \quad (17)
\]

\[
\mu_1 = \frac{\sum_{i=L}^{L-1} p(i) \mu_1(i)}{\omega_1} \quad (18)
\]

The relations shown in equation (19) and (20) can be easily verified:

\[
\omega_0 \mu_0 + \omega_1 \mu_1 = \mu \quad (19)
\]

\[
\omega_0 + \omega_1 = 1 \quad (20)
\]

Both the class probabilities as well as class means are calculated reiteratively. This yields an effective thresholding.

5.1.4. Edge detection

It is a DIF technique to find out the boundaries of the objects inside images. Edge detection is carried out by identifying cutoffs based on the brightness. Edge detection is used for segmentation, data extraction, obtain shape information and many such applications in DIP, computer vision, and machine vision. The usual edge detection algorithms in DIP are Sobel, Canny, Prewitt, Roberts, and Fuzzy Logic methods.

In proposed technique, used Canny Edge Detector (CED), also called optimal detector, developed by John F Canny [22] in 1986. The CED is a most powerful, widely used, and uses a multi-stage process to detect an extensive range of edges of the images. It extracts suitable structural info from various visualization objects and affectedly decrease the quantity of data to be treated. Canny also provides Low error rate, Good localization, and Minimal response in detection. The CED process fall in 5 different steps as follows.

1. Apply Gaussian filter to smooth out the image in order to take out the noise. The Gaussian filter kernel of size \((2k+1) \times (2k+1)\) is given in equation (21).

\[
g(x,y) = \frac{1}{2\pi\sigma^2} \exp \left(-\frac{x^2+y^2}{2\sigma^2}\right) \quad (21)
\]

Where, \( g(x,y) \) is the Gaussian operator, \( \sigma \) is the standard deviation, and finally \( x \) and \( y \) are the coordinates.

2. Find out the intensity gradients of an image. Smoothen image is filtered with a kernel in both horizontal and vertical direction to get \( 1^{\text{st}} \) derivative in horizontal and vertical directions, \((G_x)\) and \((G_y)\) respectively. By these 2 images, edge gradient and direction for each pixel is calculated as in equation (22) and (23)

\[
G = \sqrt{G_x^2 + G_y^2} \quad (22)
\]

\[
\theta = \tan^{-1} \left( \frac{G_y}{G_x} \right) \quad (23)
\]

3. Apply non-maximum suppression to acquire rid of spurious reply for the detection of edge. Once the gradient magnitude and direction is obtained, an image scan is performed to eliminate unnecessary pixels that may not establish the edge. Aimed at this, at each pixel, the pixel is tested if it is a local maximum in its neighborhood in the direction of gradient.

4. Apply double threshold to define possible edges. After the non-maximum suppression, left over pixels offer additional exact depiction of real edges. Though, few edge pixels continue which are affected by noise and color variation. It is necessary for filtering pixels of edge by weak gradient value and reserve edge pixels by high gradient value, for these reactions. This is proficient through choosing high and low threshold values. If the gradient value is greater than the high threshold value, then it is noticeable as strong edge pixel. If the gradient value is lesser than the high threshold value, then it is noticeable as weak edge pixel. Suppose the value of the edge pixel is lesser than the low threshold value, then it will be suppressed. The 2-threshold values are empirically defined and definition is based on the contents of the input given.

5. Trace the edges through hysteresis. Firm up the finding of edges by defeating all other edges which are weak and disconnected to solid edges. The minor pixel noises are also eliminated on the hypothesis, edges are extensive lines. Thus, at last the strong edges are obtained in the image.

5.2. Hand / Palm features extraction

Following are the hand / palm features extraction techniques used is proposed technique.
5.2.1. Centroid
It obtains the center position of an object based on how centroid needs to be computed. There are many possible methods: Calculate the features’ central XY coordinates, use the features to point tool.

5.2.2. Boundary
It traces the boundaries of an object / image. Boundary features are the structures that separate one property from another.

5.2.3. LPQ (Local Phase Quantization)
This method is built on blur invariance property of the Fourier phase spectrum used to extract the texture features of an object. It usages the local phase info pull out via the 2-D Discrete Fourier Transform (DFT) or, specifically, Short Term Fourier transform (STFT) calculated above a rectangular M-by-M neighborhood N_y at all the pixel location x of an image f(x) is mark out by equation (24)

\[ F(u,x) = \sum_{y \in N_y} f(x-y)e^{j2\pi uy}w_y^{1/2}f_x \]  (24)

Where, \( w_y \) is a base vector of the 2-D DFT at the frequency \( u \), and \( f_x \) is a one more vector comprising all the \( M^2 \) samples of an image from \( N_y \).

In LPQ, only 4 complex co-efficients are reflected, conforming to 2-D frequencies \( u_t=\{a,0\}^T \), \( u_{0}=\{0,a\}^T \), \( u_1=\{a,a\}^T \), and \( u_2=\{a,-a\}^T \), where \( a \) is a scalar frequency under \( \pi^2 \) zero traversing of \( H(u) \).

5.2.4. HOG (Histogram of Oriented Gradients) feature vector
It is a feature descriptor, used to detect the object, recognize the object, and also to extract the texture feature of an object. This method aggregates the incidences of gradient orientation in localized portion of an image. HOG descriptors can be used to recognize the object via offering them as features to machine learning. Thus, it is not tied to a particular machine learning algorithm. HOG can be calculated by using the following steps.

1. Normalization of global image.
2. Compute the gradient image in x and y.
3. Compute the gradient histograms.
5. Flattening into a feature vector.

5.2.5. Zernike moment
A set of rotation invariant features are introduced here. They are the magnitudes of a set of orthogonal complex moments of an image known as Zernike moments. It consists 2 values: Amplitude Value and Angle of Moment Value. The Zernike moment offers higher accuracy, less information redundancy, and much better at image reconstruction. The Zernike moments, \( Z_{nl} \), for an image can be calculated using equation (25).

\[ Z_{nl} = \left( \frac{n+1}{\pi} \right) \sum_{x,y} V_n^*(x,y)f(x,y) \]  (25)

Where, \( x^2 + y^2 \leq l \), \( 0 \leq l \leq n \), and \( n-l \) is even, \( f(x,y) \) designates the intensity values of the normalized image and \( V_n^* \) is a complex conjugate of a Zernike polynomial of degree n and angular dependence l.

5.2.6. GLCM (Gray Level Co-occurrence Matrix)
It is a statistical technique, which examines the texture that reflects the spatial relationship. The GLCM represents the distance and angular spatial relationship over an image sub relationship over an image sub region of specific region of specific size. GLCM functions characterize an image texture through computing how frequently pixel pairs by precise values and in an indicated spatial relationship arise in an image, forming a GLCM, and later mining statistical measures from this matrix.

5.2.7. Entropy
It computes the mean value or average value of an entire 2-dimensional array / matrix.

5.2.8. Entropy
It is a statistical measure of randomness that can be used to characterize the texture of the input image. Entropy is defined as in equation (26)

\[ H(X) = \sum_{i=1}^{N} p_i \log_2 p_i \]  (26)

Where, N is the number of probable values of X, \( p_i \) is the probability that X imagines the \( i^{th} \) value. The entropy \( H(X) \) can be interpreted as an average information acquired by noticing X.

5.2.9. Generalized Distance Transform (GDT)
The GDT is used to extract the distance related features. Precisely, GDT is used for Feature matching / Tracking, Dynamic programming / Stereo matching, Belief propagation, Markov Random Fields (MRFs), and many more such applications. The GDT is defined as in the equation (27)

\[ D_{n}(P) = \min_{q \in G} (d(p,q)+f(q)) \]  (27)

Where, \( f(q) \) is sampled on the grid G, \( f(q) \) not necessarily a 2-D image, it can represent any dimensional, discrete space that encodes spatial relationships through \( d(p,q) \).

VI. PROPOSED WORK
In this proposed work, an optimal effort has been placed to recognize the gestures of ASL Alphabets. The process of recognizing ASL Alphabets is distributed as preprocessing the input image by an efficient segmentation using BB Technique.

5.2.1. Preprocessing and segmentation
Step 1: Start
Step 2: Read an input RGB image.
Step 3: Detect the face by finding the face parts using BB technique.
Step 4: Mark the face by placing circle on the face.
Step 5: Convert the BB technique applied RGB image values into CIE LAB values by creating color transformation structure.
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Step 6: Apply device-independent color space transformation using CIE LAB values.

Step 7: Compute global threshold (level) that can be used to convert an intensity image to a binary image using Otsu’s method.

Step 8: Convert the grayscale threshold-based image into a binary image.

Step 9: Detect the binary converted Hand.

Step 10: Crop and extract the detected binary hand from the previous step.

Step 11: Display the extracted hand by eliminating rest of the binary image.

Step 12: Crop and extract the palm by extracting only upper half part (by vertically dividing) of the extracted binary hand.

Step 13: Display the extracted binary palm by eliminating rest of the extracted binary hand.

Step 14: Identify the edge boundary of the extracted binary Palm using canny approximation to the derivative.

Step 15: Display the boundary of the palm.

Step 16: Stop.

Figure 7 illustrates the block diagram of proposed method of input gesture preprocessing.

Feature extraction and transliteration

Step 1: Start.

Step 2: Extract the hand features by considering following feature extraction factors.

   a) Area features: Boundary and centroid.
   b) Texture features: LPQ and HOG feature vector.
   c) Rotation invariant features: Distance transform, Zernike moment.
   d) Statistical features: Mean and entropy.
   e) GLCM features: Mean, Entropy, and Threshold.

Step 3: Match the gestures by choosing any of the machine learning algorithm techniques like SVM, SOM, K-NN, ANN and etc...

Step 4: Recognize the gestures and display the text associated to it.

Step 5: Stop.

Figure 8 spectacles the block diagram of proposed method of Feature extraction, and Transliteration process.

5.2.3. Snapshots

Following are the various screenshots obtained from the proposed algorithm.

Figure 9 depicts the initial screen of the proposed ASL gesture recognition technique. It has 6 command buttons such as ‘Input Image’, ‘Binary Image’, ‘Extracted Hand’, ‘Extracted Palm’, ‘Identified Boundary’, and finally the ‘K-NN Output’ to perform their respective operations when user clicks on that particular command button.
An American Sign Language Recognition System using Bounding Box and Palm FEATURES Extraction Techniques

Figure 9: ASL Alphabet Recognition Input
Figure 10 reads out the input gesture of ASL alphabet when the user clicks on the ‘Input Image’ command button for further preprocessing operations of gesture recognition task.

Figures 11 shows the BB technique applied input gesture. Once the BB technique is applied to the input gesture, the face in the input gesture is detected and marked by placing the circle on the face for further segmentation process.

Figure 12 shows the input gesture and grayscale threshold based gesture converted to binary gesture by creating color transformation structure using CIE LAB values.

In Figure 13, the process of binary hand detection and hand extraction from the binary gesture is carried out via eliminating the rest of binary gesture. Hand extraction is carried out to extract the binary palm as a next step in recognition process.

Figure 14 illustrates the binary palm extraction process by cropping only upper half part (by vertically dividing) of the extracted binary hand and eliminating the rest of the extracted binary hand.

Fig. 10: Reading an input gesture

Fig. 11: BB technique applied input gesture

Fig. 12: Input gesture and binary converted gesture.

Fig. 13: Binary hand extraction from binary gesture

Fig. 14: Binary palm extraction process
In Figure 15, the identified palm boundary from extracted binary palm is displayed. The palm boundary is obtained by applying canny approximation to the derivative. This palm boundary is used to extract the hand / palm features of various factors, which are utilized for gesture matching and recognizing the gestures of ASL alphabets.

VII. RESULTS EVALUATION

Table 1 clearly shows the recognition rate of 28 tested data sets of ASL Alphabet gestures of the proposed technique. A total of 10 separate and 28 separate gestures data sets, which are invariant to location (indoor and outdoor), background (plain & uniform, Complex & non-uniform), illuminations (day natural light and night artificial light), distance (gestures captured from 2, 3, and 4 meters distance), and angle (gestures captured from 60°, 75°, 80°, and 90° angle from each side of the signer) of ASL Alphabets with various resolution mobile cameras (5, 8, and 13 Mega Pixel) are used for cognition and recognition process respectively. Each data set contains the 24 gestures of ASL alphabets. Here, the alphabets ‘J’ and ‘Z’ have not included as they involve hand movement.

The setwise gestures recognition rate of ASL Alphabets of indoor and outdoor locations of 28 data sets is presented in Figure 17. Here, 20 data sets (Set 1-5, 7-9, 11, 13-17, 19-22, 26, and 27) provides an excellent cent percent recognition rate and data sets 6, 10, 18, and 25 obtains 91.67% of accuracy as the gestures ‘P’ and ‘Q’ are not recognized. Also data sets 12, 23, 24, and 28 offers a very good recognition rate of 95.83%. In data sets 12 and 23, gesture ‘P’ is not recognized and in datasets 24 and 28, gesture ‘Q’ are not recognized.

The setwise gestures recognition rate of ASL Alphabets of indoor and outdoor locations of 28 data sets is presented in Figure 17. Here, 20 data sets (Set 1-5, 7-9, 11, 13-17, 19-22, 26, and 27) provides an excellent cent percent recognition rate and data sets 6, 10, 18, and 25 obtains 91.67% of accuracy as the gestures ‘P’ and ‘Q’ are not recognized. Also data sets 12, 23, 24, and 28 offers a very good recognition rate of 95.83%. In data sets 12 and 23, gesture ‘P’ is not recognized and in datasets 24 and 28, gesture ‘Q’ are not recognized.

![Fig. 14: Binary palm extraction from extracted hand](image)

![Fig. 15: Identified boundary from the extracted palm.](image)

![Fig. 16: Translation of gestures of ASL alphabets](image)

![Fig. 17: Setwise Gestures Recognition Rate](image)

![Fig. 18: Alphabetwise Average Recognition Rate](image)
Table 1: Recognition Rate of ASL Alphabets gestures by considering various factors.

<table>
<thead>
<tr>
<th>Set No.</th>
<th>Location</th>
<th>Background</th>
<th>Background Color</th>
<th>Light</th>
<th>Angle from Normal</th>
<th>Camera Resolution (Mega Pixels)</th>
<th>Distance from gestures captured</th>
<th>Recognition Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>Grey</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>Grey</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>Grey</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>Grey</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>Grey</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Outdoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Night</td>
<td>Artificial</td>
<td>4 Meters</td>
<td>91.67</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>White</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Outdoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Outdoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>4 Meters</td>
<td>91.67</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>75°</td>
<td>4 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>60°</td>
<td>3 Meters</td>
<td>91.67</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>60°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>White</td>
<td>Day</td>
<td>75°</td>
<td>4 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>4 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>4 Meters</td>
<td>91.67</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>White</td>
<td>Day</td>
<td>90°</td>
<td>4 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>4 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>4 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>3 Meters</td>
<td>91.67</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>90°</td>
<td>2 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>75°</td>
<td>3 Meters</td>
<td>91.67</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>75°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Indoor</td>
<td>Complex &amp; Non-uniform</td>
<td>Mixed</td>
<td>Day</td>
<td>75°</td>
<td>3 Meters</td>
<td>91.67</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>White</td>
<td>Day</td>
<td>75°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>Black</td>
<td>Day</td>
<td>75°</td>
<td>3 Meters</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Indoor</td>
<td>Plain &amp; Uniform</td>
<td>White</td>
<td>Day</td>
<td>75°</td>
<td>3 Meters</td>
<td>81.83</td>
<td></td>
</tr>
</tbody>
</table>

In Figure 19, the 24 setwise gestures recognition rate of ASL Alphabets of indoor location is depicted. Here, 18 data sets (Set 1-8, 10-14, 16-18, 22, and 23) provides an outstanding cent percent recognition rate and data sets 9, 19, 20, and 24 obtains satisfactory recognition rate of 95.83%. In data sets 9 and 19, gesture ‘P’ not recognized and in datasets 20 and 24, gesture ‘Q’ not recognized. Also data sets 15, and 21 offers a recognition rate of 91.67% as the 2 gestures ‘P’ and ‘Q’ were not recognized.

Setwise Recognition Rate (Indoor)

In Figure 20, the 4 setwise gestures recognition rate of ASL Alphabets of outdoor location is depicted. Here, 2 data sets (Set 2, and 4) provides an excellent cent percent recognition rate and data sets 1, and 3 obtains satisfactory recognition rate of 91.67% as the 2 gestures ‘P’ and ‘Q’ were not recognized.

Setwise Recognition Rate (Outdoor)

In Figure 21 shows the locations-wise average gesture recognition rate of ASL Alphabets. Here, the gestures captured in both indoor and outdoor locations yields an over and above 95% average recognition rate with invariant to background, single or mixed background colors, distance, angle, mobile camera resolution, and illumination. In particular, the indoor gestures offers an outstanding average recognition rate of 98.63%, which contains both plain and uniform as well as complex and non-uniform background gestures, whereas the outdoor gestures provides the better average recognition rate of 95.83% as the gestures captured in outdoor location are all in complex and non-uniform background.

Average Recognition Rate (Locationwise)

In detail, the complex and non-uniform background gestures gives very good average recognition rate of 97.22%, whereas the plain and uniform background gestures offers an excellent 100% average recognition rate.
Fig. 22: Average Gestures Recognition Rate (Backgroundwise considered)

The Mega Pixel-wise average gesture recognition rate of ASL Alphabets is shown in Figure 23. The gestures captured with irrespective of 3 various mobile camera resolution, it yields more than 97% average recognition rate invariant to background, location, single or mixed background colors, distance, angle, and illumination. The gestures captured from 5 mega pixel (MP) mobile camera gives 98.26% of average recognition rate, whereas 8 MP mobile camera offers highest average recognition rate of 98.61% among other 2 mobile camera resolution. Also gestures captured for the dataset from 13 MP camera yields an average recognition rate of 97.62%, which is bit lesser compare to other 2 mobile camera resolution. It is due to the maximum gestures captured in outdoor location with complex and non-uniform background.

Fig. 23: Average Gestures Recognition Rate (Camera resolution considered)

The average gesture recognition rate of ASL Alphabets captured from various distances is shown in Figure 24. The gestures captured in 3 various distances, yields over and above 97% average recognition rate invariant to background, location, angle, single or mixed background colours, mobile camera resolution, and illumination. The gestures captured from 4 and 3 meters distance obtains an excellent average recognition rate of 98.15% and 99.17% respectively. The gestures captured from 2 meters distance yields 97.22% average recognition rate, which is bit lesser compare to other 2 distances as all the gestures captured here are by 5 and 8 MP cameras and the maximum gestures are captured in complex and non-uniform background.

Fig. 24: Average Gestures Recognition Rate (Distance of gestures captured considered)

In Figure 25, the average gestures recognition rate of ASL Alphabets captured under various background colors is depicted. The gestures captured in 3 various background colors, yields over 97% average recognition rate invariant to background, location, mobile camera resolution, distance, angle, and illumination. Specifically, the gestures captured with mixed background colors obtains a very good average recognition rate of 97.22%, whereas in gestures captured in single plain background colors (here, gray, and white background colors considered) offers an outstanding cent percent average recognition rate.

Fig. 25: Average Gestures Recognition Rate (Background color considered)

Figure 26 point up the average gesture recognition rate of ASL Alphabets captured under natural and artificial lighting conditions. The gestures captured with irrespective of natural or artificial lighting conditions, offers above 91% average recognition rate invariant to background, location, mobile camera resolution, single or mixed background color, distance, and angle. In particular, the gestures captured in natural lightings obtains a very good average recognition rate of 97.22%, whereas gestures captured in artificial lightings offers 91.67% satisfactory average recognition rate.
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An average gesture recognition rate of ASL Alphabets captured in various degree of angles is highlighted in Figure 27. The gestures captured in various degree of angles, offers above 95% average recognition rate invariant to background, location, mobile camera resolution, single or mixed background color, distance, and illumination. In precise, the gestures captured in 90° and 60° angle obtains an excellent average recognition rate of 98.72% and 99.17% respectively. The gestures captured in 80° and 75° offers a very good average recognition rate of 95.83% and 97.4% respectively. It is noticed that, gestures captured at 90°, 80°, 75°, and 60° angles yields almost same average recognition rate with ± 2%.

The distance and background considered average gesture recognition rate of ASL Alphabet are illustrated in Figure 28. The gestures captured from the distance 2, 3, and 4 meters with plain and uniform background are all offers an outstanding 100% average recognition rate. At the same time, the gestures captured from the distance 2, 3, and 4 meters with complex and non-uniform background are offers a very good average recognition rate of 96.4%, 98.6%, and 97.6% respectively.

<table>
<thead>
<tr>
<th>Reference and Year</th>
<th>Technique Used</th>
<th>Success Rate (%)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12] 2017</td>
<td>BPNN with Histogram Features Classifiers</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>[15] 2017</td>
<td>Shape based Algorithm and Euclidian Distance Classifier</td>
<td>79.9</td>
<td>Rotation, Luminance, and Translation invariance Finger Spelled ASL gesture taken in dark background with 180 point descriptor.</td>
</tr>
<tr>
<td>[16] 2017</td>
<td>ANFIS and K-Nearest Neighbor Algorithm</td>
<td>80.77</td>
<td>ASL Alphabets when the number of epochs was 10 in less recognition time.</td>
</tr>
<tr>
<td>[18] 2018</td>
<td>Gabor Transformation and ANFIS Classifier</td>
<td>98</td>
<td>Used readily available ASL Lexicon Video dataset which are plain background.</td>
</tr>
<tr>
<td>[19] 2018</td>
<td>HSV and YCbCr Color Models, Otsu Method, and various region properties</td>
<td>93.05</td>
<td>144 static occluded and non-occluded ASL. Alphabets of 6 data sets (24 letters in each set). Alphabets J and Z were not included.</td>
</tr>
<tr>
<td>2018</td>
<td>Proposed Technique</td>
<td>98.21</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 28: Comparative average recognition rate (Plain and complex background with capturing distance of 2, 3, and 4 meters is considered)

Table 2: Recognition Rates of various Traditional Techniques with Proposed Technique
VIII. CONCLUSION

This research paper exhibits an inventive framework, to achieve the transliteration of 24 static alphabets (Letter J and Z not included as they involve hand movement) of American Sign Language into English text and achieved an average recognition rate of 98.21% which is the best in recent (papers published in year 2017, and 2018) existing traditional work carried out. This paper also summarizes the system architecture, state of art, data collection for the proposed work, proposed system design, and the detailed results evaluation by showing comparative graphical depiction of the proposed technique with the existing techniques average recognition rate and also depicts the average gesture recognition rate chart by considering various factors like background complexity, background color, location, time, distance, angle, mobile camera resolution, and illumination. This paper also highlights on face detection and edge detection technique, and also the various hand / palm features extraction techniques.

FUTURE PERSPECTIVE

As part of the future perspective, this research work can be extended to recognize the ASL Alphabets and Numeric gestures as well as some complex gestures in both static and real time environment considering in plain and complex background with different lighting conditions.
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