Abstract—The development of software according to the required demand of customer. So it is important to find the effort required to develop the software. The estimation is done using the particle swarm optimization technique by applying the weights in the neural network. The usage of NN helps in estimating the efforts of the software with less cost and failure rates. The NN is utilized together with optimization to attain an enhanced outcome. The dataset utilized as input to the proposed system is the COCOMO dataset. The actual effort in the COCOMO dataset is measured by person-month which represents the number of months that one person needs to develop a given project. The proposed method gives the accurate estimation compared to the existing models.

Index Terms--- COCOMO, NN, Hybrid swarm particle optimization, credit assignment path.

I. INTRODUCTION

The creation of Software is a complex procedure. Proper requirement from customer, planning, executing the task. Due to the changing the requirement of society the adaptation of change and developing the changes are at most important. The number of developing methods are exists to for developing the software. The standardized methods are available in terms of regulation and policies to develop the software according to the requirement of customer. The software development methods like waterfall model, RAD, incremental model and agile models are available. According to the type of project scenario the methods are selected for development.

The project manager collects the information from the business analysts, prepare his team accruing to the project, gives the detail idea about project and develops the software.

The software developed is testes at the developer side and customer side for to deploy properly the project. To develop the software the equilibrium triangle will help to check the progress of project shown in fig 1.1. According to the proposed method of Magne Jørgensen to bring more practicality in the judgment-based estimates of work effort. He formed the three groups of experts, the one group use the proposed method second group use the traditional approach and third group use the probabilistic effort estimation method. By observation he found the proposed method is more realistic compared traditional methods.

The method of expert judgments proposed by the Tony Rosqvist et. al [6] to find the software quality. The individual opinion about the various factors of quality considered and finally the group decision was taken into consideration for the overall the number of groups. The method act as good supporting tool for quality of software.

The particle swarm optimization techniques proposed by the Mandeep Kaur and Sumeet Kaur Sehra [7] using the function point analysis. By using value adjustment factor to the function point analysis optimized estimation can be done.

The proposed technique by Valentina Lenarduzzi et.al [9] to use the functional size metric to the scrum. By this he put the idea of estimate in agile methodology scrum. The general frame work for effort estimation by giving the scope and priorities to the estimation model to check with historical data and estimating the cost, schedule and features. Shown in fig 1.2.
II. PROPOSED METHODOLOGY

In proposed methodology the COCOMO dataset is used as input to deep neural network by adjusting the weights. The output is fed to the optimization block for hybrid swarm particle optimization.

The algorithm for particle swarm optimization is as follows:

Begin
  for each particle
    Initialize the position and velocity
  end for
  do
    for each particle
      Calculate fitness value of the particle F
      if F > pbest
        Set pbest = current fitness value
      end if
      if pbest > gbest
        Set gbest = Best fitness value of all particles
      end if
      Calculate particle velocity
      Update particle position
      for each particle
        Apply cross over and Mutation
      end for
    end for
  end do
  end for
end

The deep learning consist of number of layers, each layer passes the data to next layer. The credit assignment path gives the connected chain of number of layers. CAP gives the idea of how the number of layers are connected. The intermediate layers are also called as a the hidden layers in the NN. The fig 2.1 shows the deep learning using number of hidden layer.

![Fig. 2.1: Frame work for Neural Network](image)

The proposed algorithm uses the formula for finding the mean magnitude of the relative error by the following equation for neural network

\[
MAPE = \frac{1}{N} \sum \left| \frac{\epsilon_{\text{estimates}} - \epsilon_{\text{values}}}{\epsilon_{\text{values}}} \right|
\]

where \( \epsilon_{\text{values}} \) are the target values and \( \epsilon_{\text{estimates}} \) are the predicted values.

III. CONCLUSION

This study proposed a NN based approach to deal with accuracy in the effort estimation technique. For improving the performance of NN based approach the hybrid optimization technique was used. In order to evaluate the performance of the NN based approach, we used a hybrid optimization technique. The COCOMO dataset used as input to the NN. The proposed approach gives the best result compared to traditional effort estimation methods.

IV. FUTURE SCOPE

In the future work analogy based estimation used with the combination of neural network to get the best results for software estimation. The analogy based estimation will add the additional input for improving the effort estimation.
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