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Abstract— This Paper will focus on the integration of GPS and 

Inertial Navigation Systems (INS). The measurements are 

acquired through Inertial Measurement Unit (IMU), which 

determine the position, velocities and rotations at roll, yaw and 

pitch axis respectively. Usually IMU’s are very expensive, but here 

we have used low cost IMU and by low cost it means low 

performance as well. This is the main reason of introducing GPS 

to provide stability and feedback to the system. It is observed from 

the results that the errors of GPS are above 8 meters. These errors 

are reduced up to 2-3 meters by combining Inertial Navigation 

System with GPS. 

 

Index Terms —GPS, INS, Kalman Filter. 

I. INTRODUCTION 

Navigation means having the ability to determine one’s 

position on land, sea or in air at any instant. In early days it 

was done with the help of sun, moon and magnetic compass. 

Nowadays navigation systems are widely used providing 

continuous information of position, velocity and orientation 

of controlled and autonomous vehicles. In many applications 

only the initial position of object is known, but subsequently 

its position cannot be tracked with respect to the reference 

point [1]. Navigation systems have wide application in 

agriculture, mining, automobile, aviation industries etc. 

It is difficult to determine the one’s position accurately of 

with the help of conventional systems; such as estimating the 

position of a submarine due to limitation of radio waves 

propagation under water. Aircraft is also one of the important 

applications because they travel at are higher attitude and 

must maintain a certain level of flight with ground reference. 

Similarly missiles are operated in environment where radar 

systems are jammed.  Global Positioning System (GPS) is 

one of the famous technologies used for navigation but it has 

errors above 8 meters due to variation in atmospheric 

conditions and hence in RF wave propagation [2]. These 

problems can be rectified by GPS aided inertial navigation 

system.  

This paper focus on low cost inertial GPS aided inertial 

navigation system. Section II covers the concept of Inertial 

Navigation system, integration of GPS, and INS and Kalman 
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filtering to reduce the errors. In section III simulation results 

are discussed and in finally section conclusions are made. 

II. SYSTEM DESCRIPTION 

A. Inertial Navigation System 

Inertial Navigation systems are self-contained and unlike 

GPS they can provide estimation of position, velocity and 

altitude at high rate. These measurements are acquired 

through Inertial Measurement Unit (IMU) which consist of 

three accelerometers and three gyroscopes at pitch, roll and 

yaw axis. The position, velocity and attitude can be known by 

integrating the acceleration and angular rate. However, low 

frequency noise and sensor biases are also amplified because 

of the integrative nature of INS [3].  

B. GPS and INS Integration 

The information of the navigation system is obtained from 

the sensors which can be divided in to two categories 1) Dead 

reckoning sensors 2) External sensors. Dead reckoning 

sensors are of (IMU) are robust, and independent and provide 

data at high frequency but a drawback of producing errors 

with time. External sensors are part of (GPS) that provide 

absolute values (information) but are limited to low 

frequency operation works at low frequency. The idea 

purpose is to combine the INS raw data with the GPS to 

obtain high data rates with better accuracy and smaller 

position error than the compared to standalone GPS receiver. 

Fig (a) shows the inputs and outputs of the system [1] 
 

 

Fig (a): Inputs and Outputs of the system. 

The data of INS and GPS are in different coordinate 

systems so before processing the data needs to be 

transformed in a common coordinate frame. In INS 

acceleration and angular rates are measured with respect to 

the inertial frame of reference i.e. body frame, while GPS 

provides data in the Earth-Centered Earth-Fixed Frame 

(ECEF Frame) [4]. 

i) Data from sensors 

The data from the sensors is usually corrupted because of 

biasing errors and the noise measurements, so the error needs 

to be removed. The following equations show a mathematical 

approach for the correction of the measurement data before 

processing [6]. 
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The velocities can be obtained by integrating the 

acceleration. 

𝐕𝐛 = 

[
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 (𝛈− − 𝐛𝐠 𝚫𝐭) 

 

Where ba and bg are the bias of the accelerometer and the 

gyros respectively and Sa and Sg are the scale factors of the 

accelerometers and gyros respectively while and Δt is the 

sampling time. 

The transitions between the different frames can be 

acquired using a rotation matrix. 

In order to represent matrix in different coordinate system 

coordinate transformation technique is used and the most 

common is Euler angles. 

ii) Euler Rotations 

The Euler angles were developed to determine the orientation 

of the body in three dimension space. To transform the 

coordinates from body frame to navigation frame the Euler 

angles roll (𝚽), pitch (𝚯) and yaw (𝚿) are used and is 

denoted by 𝐑𝐧
𝐛 . 

 

𝐑𝐧 =
𝐛 [

𝐜𝐨𝐬𝚿 −𝐬𝐢𝐧𝚿 𝟎
𝐬𝐢𝐧𝚿 𝐜𝐨𝐬𝚿 𝟎

𝟎 𝟎 𝟏
] [

𝐜𝐨𝐬𝚯 𝟎  𝐬𝐢𝐧𝚯
𝟎 𝟏 𝟎

−𝐬𝐢𝐧𝚯 𝟎 𝐜𝐨𝐬𝚯
] [

𝟏 𝟎 𝟎
𝟎 𝐜𝐨𝐬𝚽 −𝐬𝐢𝐧𝚽
𝟎 𝐬𝐢𝐧𝚽 𝐜𝐨𝐬𝚽

] 

 
 

𝐑𝐧
𝐛=[

𝐜𝐨𝐬𝛉𝐜𝐨𝐬𝚿 −𝐜𝐨𝐬 𝚽𝐬𝐢𝐧𝚿 + 𝐬𝐢𝐧 𝚽𝐬𝐢𝐧𝛉𝐜𝐨𝐬𝚿 𝐬𝐢𝐧𝚽𝐬𝐢𝐧𝚿 + 𝐜𝐨𝐬𝚽𝐬𝐢𝐧𝛉 𝐜𝐨𝐬𝚿
𝐜𝐨𝐬𝛉𝐬𝐢𝐧𝚿 𝐜𝐨𝐬𝚿𝐜𝐨𝐬𝚽 + 𝐬𝐢𝐧 𝚽𝐬𝐢𝐧𝛉𝐬𝐢𝐧𝚿 – 𝐬𝐢𝐧𝚽𝐜𝐨𝐬𝚿 + 𝐜𝐨𝐬 𝚽𝐬𝐢𝐧𝛉𝐬𝐢𝐧𝚿 

−𝐬𝐢𝐧𝛉 𝐬𝐢𝐧𝚽𝐜𝐨𝐬𝛉 𝐜𝐨𝐬 𝚽𝐜𝐨𝐬𝛉
] 

 

Where, the θ is ‘pitch’, ø is ‘roll’ and Ψ is ‘yaw’. This 

sequence corresponds first to right handed rotation around 

the vehicle’s z-axis (+ Ψ), followed by right handed rotation 

around the vehicle’s y-axis (+ θ) and a right handed rotation 

around vehicle’s x-axis (+ Φ). The Euler angles can be 

obtained from above equation by: 

 

Φ (Phi)      = a tan2(𝐑𝐧
𝐛32, 𝐑𝐧

𝐛33) 

Θ (Theta)  = -sin(𝐑𝐧
𝐛31) 

Ψ (Psi)      = a tan2(𝐑𝐧
𝐛21, 𝐑𝐧

𝐛11) 

 

𝐑𝐧
𝐛 ij represents i,jth element of the matrix 𝐑𝐧

𝐛 , where i 

represent rows and j represent columns. 

iii) Discretization 
 

The new angles for ‘pitch’ Θ can be obtained through 

integration by [5]. 

Θi+1 = ∫Θ dt + ΘI 

The angles for roll and yaw can be obtained similarly. 

The acceleration can be obtained in a body frame                    

𝐟𝐛 = [𝐟𝐱 𝐟𝐲 𝐟𝐳] and can be transformed in the navigation frame 

by. 

𝐟𝐧 = 𝐑𝐧
𝐛  𝐟𝐛 

For velocity and position, the acceleration needs to be 

integrated. 

iv) Quaternion 

In this approach the rotation from one frame to another can 

be accomplished by a single rotation about a vector denoted 

by ‘q’ and angle q. A quaternion is a hyper-complex number 

with four parameters, which are a function of this vector and 

angle [5]. Quaternion can be initialized through roll, pitch 

and yaw angles defined in Euler angles. 

𝐪(𝐢) = 

[
 
 
 
 
 
 
 
 

𝟎.𝟓 ×(𝐑𝐧
𝐛(𝟑,𝟐)− 𝐑𝐧

𝐛(𝟐,𝟑)) 
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𝟎.𝟓 ×(𝐑𝐧
𝐛(𝟐,𝟏)− 𝐑𝐧

𝐛(𝟏,𝟐)) 

√𝟏+𝐑𝐧
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𝐛(𝟐,𝟐)+𝐑𝐧
𝐛(𝟑,𝟑)

𝟎. 𝟓 × √𝟏 + 𝐑𝐧
𝐛(𝟏, 𝟏) + 𝐑𝐧

𝐛(𝟐, 𝟐) + 𝐑𝐧
𝐛(𝟑, 𝟑)]

 
 
 
 
 
 
 
 

 

The angular increment obtained from gyros can be used to 

update quaternion ‘q’ as 

𝑞𝑘+1= 𝑞𝑘+ 0.5 

[
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 𝑞𝑘 

 

Where    s = (
𝟏−𝚫𝛈𝟐

𝟐𝟒
 ) + (

𝚫𝛈𝟒

𝟏𝟗𝟐𝟎
 ) 

 

c = - (
𝚫𝛈𝟐

𝟒
 ) + (

𝚫𝛈𝟒

𝟏𝟗𝟐
 ) 

 

  𝚫𝛈 =   √𝛈𝒙
𝟐 + 𝛈𝒚

𝟐 + 𝛈𝒛
𝟐  

The four parameters can be obtained by acquiring unit 

vectors. 

 

𝐶𝑛
𝑏 = [

(𝑞4
2 + 𝑞1

2 − 𝑞2
2 − 𝑞3

2) 2(𝑞1𝑞2 − 𝑞4𝑞3) 2(𝑞1𝑞3 + 𝑞4𝑞2)

2(𝑞1𝑞2 + 𝑞4𝑞3) (𝑞4
2 − 𝑞1

2 + 𝑞2
2 − 𝑞3

2) 2(𝑞2𝑞3 − 𝑞4𝑞1)

2(𝑞1𝑞3 − 𝑞4𝑞2) 2(𝑞2𝑞3 + 𝑞4𝑞1) (𝑞4
2 − 𝑞1

2 − 𝑞2
2 + 𝑞3

2)
] 

Now, obtain the acceleration in the body frame and 

evaluate in the navigation frame. 

 
 𝑓𝑛 = 𝐶𝑛

𝑏𝑓𝑏 

 

The position and velocity can be measured by integrating 

the acceleration.  
 

Fig (b): The filter predicts the state, while getting readings from the 

aiding absolute sensor and corrects the state [5]. 
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C. Kalman Filter 

A statistical filter and is simply a set of equations which 

combines information from separate sensors to optimally 

evaluate the pose of vehicle. The criteria of optimally is 

varied, but all work to minimize the errors in the estimated 

pose. Generally a filter implements a model which transforms 

the state of interest from time step to future point in time. In 

navigation system, the model is generally a kinematic 

representation of the vehicle. The information from dead 

rocking sensor is used to drive the model. 

However error, accumulation associated with dead rocking 

sensors also causes unbounded errors growth on the output of 

filter. Thus an absolute sensor error is required to bind the 

errors. Fig (b) illustrate a simply layout of navigation system. 

When there is no absolute fix from the aiding sensor, the 

filter is said to be “predicting” the state of interest. During 

this prediction stage the filter also evaluate the uncertainty in 

the predicted values. Once a fix occurs, the filter estimates 

the state of the vehicle by applying a weighting between the 

observation and prediction. This stage is called the “update”. 

The Kalman filter for example, which is one of the most 

widely implemented fusion algorithms, evaluates this 

weighting by minimizing the Mean Square Error (MMSE) of 

the estimate [5-7].  

The Kalman Filter is a filter which estimates the states of 

the system by noisy measurements. The filter has two major 

steps, prediction and update. First step utilize the previous 

state estimate information to predict the current state. In 

second step, the measurement information at current time 

step is used to correct the estimate, to get the accurate 

information. 

The core elements of the Kalman Filter are; state matrix, 

covariance matrix, state model, observation vector and 

covariance, observation model, and the algorithm. 

‘State matrix’ is based on the parameters of the system 

which the Kalman Filter will estimate. The ‘error co-variance 

matrix’ describes the uncertainties in the state and the 

correlation between the errors. ‘State model’ describes how 

the previous two matrices vary with respect to time. The 

‘observation vector’ is the set of measurements described by 

some external system or aiding system. The ‘observation 

model’ describes how the observation vector varies as a 

function of state matrix. The Kalman Filter uses all these 

matrices to produce estimates for the state matrix [6]. The 

equations are provided below. For the complete derivation 

readers are referred to [8, 9]. 

A predicted state at discrete time can be described by 

𝑥𝑘|𝑘−1 = 𝑥𝑘−1|𝑘−1𝐹𝑘 + 𝐵𝑘𝑢𝑘                       (1.1) 

Where, 𝐅𝐤 is the state transition matrix, 𝐮𝐤 is the control 

matrix and 𝐁𝐤 relates the control matrix to the states.  

The predicted estimate error covariance can be described 

by 

𝑃𝑘|𝑘−1 = 𝐹𝑘𝑃𝑘−1|𝑘−1𝐹𝑘
𝑇 + 𝑄𝑘                 (1.2) 

The equation (1.1) and (1.2) needs to be evaluated every time 

the sample is obtained from the inertial sensors. When the 

observations are available from the external sensor at time 

‘k’, the observation vector can be stated by, 

𝑍𝑘 = 𝑥𝑘𝐻𝑘 + 𝑣𝑘                                (1.3) 

Fig (c): INS/GPS Navigation System [3]. 

 

Where 𝐇𝐤  is the observation model and 𝐯𝐤 is the 

observation noise vector, which is assumed to be zero mean. 

 For the update time, when the values from the external 

sensor are available, the estimation can be obtained by 

𝑥𝑘|𝑘 = 𝑥𝑘|𝑘−1 + 𝐾𝑘(𝑧𝑘 − 𝐻𝑘𝑥𝑘|𝑘−1)                   (1.4) 

(𝑧𝑘 − 𝐻𝑘𝑥𝑘|𝑘−1) is the difference between the actual 

observation and predicted observation.        

𝐾𝑘|𝑘 = 𝑃𝑘|𝑘−1𝐻𝑘
𝑇𝑆𝑘

−1                                                 (1.5) 

Where Sk is the innovation covariance and is obtained by 

𝑆𝑘 = 𝐻𝑘𝑃𝑘|𝑘−1𝐻𝑘
𝑇 + 𝑅𝑘                                          (1.6) 

The error covariance matrix can also be updated due to 

this observation  

𝑃𝑘|𝑘 = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘|𝑘−1                                 (1.7) 
 

Where ‘I’ is the identity matrix. 

Fig (d): Velocities towards north, east and down. 

III. RESULTS AND DISCUSSION 

The above system is simulated in Matlab R2010 and 

Inertial Navigation System toolbox 2.0 is used to generate 

some functions for conversion of coordinate frames. Sensors 

and GPS data is entered using MAT file.   

 

 
 

Figure (d) shows the velocities along north, east and down. 
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Fig (e):  Psi, theta and phi angles with respect to time. 

The velocity along down axis (red line) is zero, while 

velocity to north blue line and east are green line. In figure (e) 

blue lines represents the motion along vertical axis (yaw or 

Ψ), green line represents motion along lateral axis (pitch or θ) 

and red line represents the motion along longitudinal axis 

(roll or Φ). 

There is a little variation along longitudinal and lateral 

axis initially but later on it settles down. 

Fig (f): Plot between Latitude and longitude. 

 
Fig (g): Position estimates of North, East and Up in meters 

 
Fig (h): Errors in velocities generated by inertial sensors 

 
 

Fig (i): Errors in positions generated by internal sensors 

 

Fig (f) represents changes in latitude and longitude axis.  

Fig (g) represent the motion along north, east and up in 

meters. Fig (h) shows the error in velocities. The errors in 

velocities are 6-7 meters initially. After 500 seconds there 

errors in velocities are reduce to less than 2-3 meter. Fig (i) 

represent the errors in position. Initially the errors in latitude 

are between -25 to 12 meters, at same time errors in longitude 

axis are between -10 to 12 meters and errors in height are 

between -7 to 10 meters. After 500 seconds the errors in 

latitude, longitude and in height are reduced to 3-4 meters. 

IV. CONCLUSION 

This paper has provided an overview of Inertial 

Navigation Systems and the benefits of Integrating GPS and 

INS to work together efficiently. The low cost IMU cannot 

work alone efficiently as there are high bias drifts in the 

sensors and hence it is unable to provide any reasonable 

information.. GPS can work alone but the data rates are very 

slow up to 1HZ i.e. we get data after 1 second.  The INS 

works alone till it gets the update after every second from the 

GPS to calibrate its values. 

The combination of data from GPS and INS has proved to 

be efficient as well as reasonably producing good results in 

comparison to that of standalone INS and 

GPS systems. 
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