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Abstract: This article presents a Machine Learning ensemble
model for photovoltaic (PV) production forecasting, developed to
address energy management challenges in rural tropical
microgrid environments. The site studied is located in Katsepy,
Madagascar, where the reliability of energy forecasts remains a
significant challenge due to high climate variability. The main
objective is to design a more accurate and adaptable forecasting
tool to enable adequate energy planning and system operation. The
methodology is based on historical photovoltaic production data
and meteorological data collected between 2005 and 2023 from the
PVGIS online platform. Several regression algorithms were
evaluated, including Random Forests, Bagging, and Gradient
Boosting, to identify the models best suited to the local context.
Among these, Gradient Boosting showed the best performance
according to RMSE, MAE, MAPE and R’ measurements, followed
closely by Random Forest and Bagging. The experimental process
consists of two stages: first, validation using actual 2023 data, and
then forward-looking forecasts for 2024 incorporating real
temperature data. To improve accuracy and robustness, a Stacking
ensemble model was constructed, combining the three best-
performing algorithms as base estimators and the Extra Trees
Regressor as the meta-model. This ensemble approach consistently
outperformed the individual models and provided realistic
production estimates for 2024, indicating a moderate decline in
photovoltaic production compared to 2023, driven by observed
climate variations. The proposed forecasting framework provides
a solid foundation
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for future work on optimal energy management and fault
diagnosis in the Katsepy microgrid system, with great potential for
adaptation to other tropical coastal regions.

Keywords: Forecasting, Photovoltaic Production,
Microgrid, Machine Learning Model, Climate Variation.

Tropical

Nomenclature:

PV: Photovoltaic

PVGIS: Photovoltaic Geographical Information System
RMSE: Root Mean Square Error

MAE: Mean Absolute Error

MAPE: Mean Absolute Percentage Error
R Coefficient of Determination

MLP: Multi-Layer Perceptron

SVM: Support Vector Machine

KNN: K-Nearest Neighbours

SVR: Support Vector Regression

LSTM: Long Short-Term Memory
CNN: Convolutional Neural Network

I. INTRODUCTION

The integration of renewable energy into microgrids poses

significant challenges in developing tropical regions,
underscoring the need to predict PV output accurately. This
study addresses these challenges using advanced ensemble
Machine Learning techniques at the Katsepy site in
Mahajanga, Madagascar. The forecasting framework
developed aims to serve as a fundamental tool for intelligent
energy management and fault diagnosis applications in this
specific photovoltaic microgrid. Madagascar has strong solar
potential, with over 2,800 hours of sunshine per year [1].
However, the country still lacks sophisticated forecasting
tools capable of managing the variability of tropical climates.
The Katsepy region (15°45°59.99°" S, 46°13'60.00"* E) is an
example of a tropical coastal climate characterised by
substantial seasonal variations. Consequently, these climate
changes will significantly impact photovoltaic energy
production [2].
This research presents a two-phase approach:
= Rigorous validation using 2023 data as an independent
dataset through several ensemble methods.
= Forward-looking forecasts for 2024, integrating real

temperature measurements with modelled weather

scenarios.

The methodology is specifically designed for the Katsepy
context while maintaining scientific rigour, and may be
adapted to similar tropical coastal sites that lack sufficient
resources.

Beyond traditional

forecasting methods, this

work applies ensemble ‘
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learning techniques, including Random Forests, Bagging, and
Gradient Boosting, with the latter demonstrating superior
predictive performance. These techniques are integrated into
a Stacked Regressor using an Extra Trees Regressor as a
meta-model. Although these methods have been described in
recent literature, they remain largely unexplored in tropical
photovoltaic forecasting. Furthermore, combining PVGIS
data with local temperature measurements constitutes an
innovative hybrid approach for constrained environments.

There are several forecasting methods; however, recent
advances in Machine Learning have significantly improved
PV forecasting compared to traditional time series models,
particularly through ensemble techniques such as Gradient
Boosting, which offer a good compromise between accuracy
and computational efficiency [3]. Deep Learning and
Machine Learning applications have also advanced,
particularly in modelling environmental factors such as solar
radiation and temperature [3].

Ensemble methods, notably Random Forest and Gradient
Boosting, are increasingly used in energy forecasting, making
them effective for various PV configurations [4]. Stacked
Regressors are particularly promising. For example, a
Stacked model integrating LASSO, Random Forest, MLP,
SVM, and XGBoost with Bayesian Regression as the meta-
learner outperformed other models on Thai data [5].

Similarly, a Stack-ETR model combining Random Forest,
XGBoost and AdaBoost with an Extra Trees meta-learner
reduced the RMSE and MAE for monocrystalline thin-film
PV systems [6].

Despite these scientific advances, few studies apply
ensemble methods in developing tropical regions, where data
scarcity and resource constraints further complicate matters.
The integration of real temperature measurements into
ensemble models for annual forecasts with seasonal scenarios
remains underexplored, particularly in tropical Africa.

II. METHODOLOGY

A. Data Sources and Site Characterisation

This study is based on two primary data sources:

i. Historical PV Data  (2005-2023):  hourly
meteorological data and simulated production data
obtained from the Photovoltaic Geographic
Information System (PVGIS). The free online PVGIS
application is an excellent simulation tool developed
by the European Commission and widely recognised
for solar potential assessment and PV performance
modelling [7].

ii. Temperature Data (2024): daily air temperature
measurements collected from AccuWeather. The
private American company AccuWeather is a
commercial meteorological service provider [8].

The Katsepy site (-15.7667°S, 46.2333°E) is a tropical
savanna (Koppen Aw) located on the coast at an altitude of 7
meters [9]. The dataset comprises 166535 hourly
observations over 19 years, including solar irradiation, sun
elevation, air temperature, wind speed and energy production
(Wh). Located in northwestern Madagascar, Katsepy is at the
mouth of the Betsiboka River and is mainly accessible by
boat from Mahajanga [10].
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B. Advanced Data  Preprocessing and Feature
Engineering
i Preprocessing Pipeline

= Temporal Feature Extraction: Cyclical encoding
(sine/cosine) of temporal variables; multi-scale
features (hourly, daily, monthly, seasonal).
=  Year Normalisation :
year - minge,,

€y

normalizedye,y = —————
MaXyeay - MiNyeqr

= Meteorological Scenarios for 2024 :
= Four scenarios: Conservative (historical weighted
avg), Realistic (+0.26), Trend (+0.3c), Optimistic

(+0.60).

= Weighted historical averages (2019-2023
emphasised) integrated with real 2024 temperature
data.

= Data Quality: Missing values imputed (median),
outliers detected (IQR), and temporal consistency

validated.
ii. Ensemble Machine Learning Framework
Data Splitting:
a. Case 1 (2023 Validation) -
= Development set (2005-2022): Model
training/hyperparameter  tuning  (TimeSeriesSplit

cross-validation).

= Validation Set (2023): a holdout set for unbiased
evaluation.

b. Case 2 (2024 Prediction) :

® Training Set (2005-2022) with temporal weighting
(recent years: 2.0x; mid-recent: 1.5%; older: 1.0x%).

= Validation on 2023 holdout.

= Data Standardization: Numerical features scaled
(StandardScaler) using training data only to prevent
leakage.

=  Model Categories

= Tree-Based: Random Forest, Extra Trees, Gradient

Boosting  (XGBoost, LightGBM, CatBoost),
AdaBoost.

= Linear/Neighbour-Based: Linear Regression, Lasso,
Ridge, KNN.

= Advanced Ensembles: Bagging, Voting Regressor,
Stacking Regressor, SVR, MLP.
Hyperparameter optimization (GridSearchCV) was applied
to minimize RMSE.

C. Model Configuration and Ensemble Architecture

Table I shows the configuration of the three best individual
models:

Table I: Configuration of the Three Best Individual Models

Model Parameters Values
n_estimators 300
Gradient Boosting max_depth 8
learning_rate 0.05
subsample 0.8
n_estimators 300
Random Forest max_depth 20
min_samples_leaf 1
min_samples_split 2
Bagging (default parameters)

Two sophisticated ensemble
approaches were
implemented:
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= Voting Regressor: A simple averaging approach
combining the predictions of the three best-performing
individual models

= Stacked Regressor: A meta-learning approach using
Extra Trees Regressor as the final estimator

Table II: Extra Trees Regressor Parameter

Model Parameters Values
n_estimators 300
max_depth 15

Extra
Trees min_samples_leaf 5
Regressor

min samples split 10

bootstrap True

D. Performance Metrics

Model evaluation used several complementary metrics:
= Root Mean Square Error (RMSE):

n
1
RMSE = EZ(yi-yi)z . @)
i=1

Mean Squared Error (MAE):
n

1 512
MAE =~ > Iy -il” .. (3)
i=1
= Coefficient of Determination (R?):
T - 9)?
XL i -v)?
= Mean Absolute Percentage Error (MAPE):

n
1 .
MAPE = = Z |M
Vi

n
i=1

R2=1- 4)

X 100 (5)

Where n , y,, J; et y; represent respectively the number of

observations, the actual or observed value, the predicted
value and the mean of the expected value at time i .

III. RESULTS AND ANALYSIS

A. Phase I: 2023 Validation Results

Validation on 2023 data demonstrated exceptional
performance across all models:

Table III: Individual Model Performance

RMSE MAE 2 MAPE
Model [Wh] [Wh] R (%]
Gradient Boosting 197.47 78.42 1.00 0.89
Random Forest 260.84 112.34 1.00 0.79
Bagging 292.71 127.70 1.00 0.89

Table IV: Ensemble Model Performance

RMSE MAE 2 MAPE
Model [Wh] [Wh] R (%]
Stacking 231.55 100.27 1.00 0.84

Regressor

Voting Regressor 241.07 110.94 1.00 2.28

B. Performance Analysis and Overfitting Assessment

Exceptional R? values (>0.999) should be interpreted with
caution to avoid any risk of overfitting.
Our rigorous methodology validates these results:

= Complete temporal separation, with the year 2023 used
exclusively as an independent validation dataset;
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= (Cross-validation of the time series to prevent any data
leakage;
= Consistent performance across
indicators.
The high R? indicates a strong physical correlation between
solar irradiance and PV production (p-value = 0.9992) in a
tropical environment with stable weather.

several statistical

Production réelle vs p

rédite en 2023 - GradientBoosting (Graphique Interactif)

[Fig.1: Annual Comparison of PV Production Between
Actual and Predicted Production]

The prediction curve in Figure 1 closely follows the actual
production curve, confirming the Gradient Boosting model's
excellent performance in predicting PV production.

Production réslle vs prédite en 2023 - GradlentBoosting (Graphigua Interactit)
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[Fig.2: Correlation Graph Between Actual PV
Production and Predicted PV Production]

Figure 2 shows a strong positive linear correlation between
actual and predicted PV production for 2023. This is evident
from the scatter plot, which shows an upward trend from left
to right. Thus, actual PV production and predicted production
increase together, reinforcing the model's performance.

Production réelle ve prédite en 2023 - GradientBoosting (Graphique Tnteractlt

bl

[Fig.3: Zooms on the Period of High PV Production,
from November 19 to December 31, 2023]
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Table V: Monthly PV Production Comparison

Real Predict Error
Month Production Production [Wh]
[Wh] [Wh]
January 22861650 22861425.89 224.11
February 26081 960 26081 181.30 778.70
March 25112642 25113 490.88 -848.88
April 22599 448 2259195712 7490.88
May 19225 360 19228 013.52 -2 653.52
June 16337014 16 346 206.99 -9192.99
July 17853 324 17866 103.36 -12779.36
August 22212592 22227132.25 -14 540.25
September 26 878 594 26895 188.17 -16594.17
October 30743 388 30745 695.21 -2307.21
November 31325604 31345 609.09 -20 005.09
December 28 649 364 28 655 926.25 -6 562.25
Total Annuel | 289 880940 | 289957930.03 | -76990.03

[Fig.4: Zoom on the Period of Low PV Production, from
June 19 to July 17, 2023]

Figures 3 and 4 accurately reproduce seasonal trends, with
some minor deviations due to unpredictable weather events.
Thus, the model captures the overall dynamics while
remaining sensitive to random and localized variations.

Total de production mensuelle réella vs prédite - GradientBoosting

Predatin o
Podatin et

[Fig.S: Monthly Comparison of PV Production between
Actual and Predicted Production]
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[Fig.6: Daily PV Production Comparison on June 13 and
November 6, 2023]

Monthly Performance Analysis (Fig. 5): The comparison
between actual PV production and Gradient Boosting model
predictions presented in Figure 5 and Table V for 2023 can
be summarized as follows:

=  Total Actual PV Production = 289 880 940 Wh
=  Total Predicted PV Production = 289 957 930 Wh
= Total Error: -76 990 Wh, or +0.026%
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i. Daily Analysis: For June 13 and November 5 (Fig. 6), the
actual and predicted PV production curves overlap almost
perfectly, confirming a strong concordance and minimal
bias. The model successfully reproduces the diurnal cycle,
which begins with a gradual increase, peaks, and then
drops to zero. This demonstrates its ability to capture
intra-daily dynamics.

Distibution du résidus - GrudientBuosling Réaidiz va Valvars pricites - GrudiontBooaling

#%&é&

[Fig.7: A Error Distribution; b- Residuals Versus
Predicted Values]

ii. Residual Analysis: The residuals of the Gradient
Boosting model are centred around zero, follow a normal
distribution, have constant variance, and exhibit few
extreme values. This confirms the model's robustness and
the absence of significant bias.

C. Phase II: 2024 PV Production Forecasting with Real
Temperature Integration

Assessment of the Impact of Temperature:

Real 2024 temperature data revealed significant
climatological changes:

. 2024 Average Temperature: 28.3°C

. Historical Average: 27.0°C

. Temperature  Anomaly: +1.3°C  (potentially

reducing PV efficiency by 0.4-0.6%)
Table VI: Model Performance for 2024 Training

Model MAE [Wh] | RMSE [Wh] R?
Stacking 7.7 196.6 1,00
Regressor
Voting Regressor 96.8 229.8 1.00
Gradient Boosting 79.6 197.7 1.00
Random Forest 115.6 269.1 1.00
Bagging 117.5 272 1.00

Using already-optimised
parameters, the Stacking
model slightly outperforms
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Gradient Boosting, as the meta-model learns to correct
specific errors in the base models — Gradient Boosting,
Random Forest, and Bagging — after they are trained.

Table VII: 2024 PV Production Forecasting Results

Ensemble Model Comparison Percentage

. . Stacking | Stacking vs

Scenario St;i,l;:]n s ‘;g:,l::]g vs 2023 Historical

[%l] [%]

Optimistic 278 980 640 | 279 422 203 -3.8% -3.8%
Realistic 273969 184 | 274 601 288 -5.5% -5.5%
Conservative 270309410 | 271 060 666 -6.8% -6.8%
Trend 274988 332 | 275643 584 -5.1% -5.2%

The selected scenario is realistic because it is considered the
closest to reality. With this scenario and the Stacking model,
the predicted PV production for 2024 is approximately
273,969,184 Wh. This decrease matches the observed
temperature anomaly (+1.3°C) and confirms the physical
validity of our models.

D. Seasonal Analysis

Table VIII: Monthly Production Comparison

Historical 2023 2024 2024
Month Avg [Wh] Actual Voting Stacking
[Wh] [Wh] [Wh]
January 24704737 | 22861650 | 25290318 | 25267135
February 23650334 | 26081960 | 24798 759 | 24 805 692
March 25664440 | 25112642 | 25257876 | 25222912
April 22242 634 | 22599448 | 19535826 | 19448 687
May 19 040 185 19225360 | 15188027 | 15041 855
June 16349165 | 16337014 | 13779302 | 13670274
July 18072266 | 17853324 | 13637867 | 13430043
August 22390786 | 22212592 | 18670424 | 18724 688
September | 26973957 | 26878594 | 25414026 | 25448762
October 31781975 | 30743388 | 32073974 | 32021292
November | 29940028 | 31325604 | 30552968 | 30420458
December | 29251403 | 28649364 | 30401922 | 30467 388
ANNUAL 290 061 289 880 274 601 273 969
TOTAL 910 940 288 184

Périods

Prociucton Mensuelle

Production Mensuelle : Historique vs 2023 vs 2024 (Scénarios)

A
s

[Fig. 8: Monthly Comparison between Historical PV
Production, Production in 2023 and Production in 2024
with Voting and Stacking]

According to Table VIII and Figure 8, the monthly PV
production forecast for 2024 (Voting and Stacking) remains
lower than historical levels and those of 2023. This decline
reflects the impact of rising temperatures. Seasonal analysis
highlights three distinct production patterns:

= High season (October—December): periods of maximum

solar energy production, corresponding to high
irradiation and favourable weather conditions.

= Low season (May—August): period of minimum PV

production, linked to lower solar irradiation.
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= Transition periods: intermediate phases with gradual
variations that reflect the gradual climatic transitions
between dry and wet conditions.

IV. DISCUSSION RESULTS AND ANALYSIS

A. Performance Benchmark

Our results surpass existing benchmarks:

= Study [11] (Eastern India): R*=0.96, RMSE=313-
315 Wh for Voting/Stacking models.

=  Study [12]: LightGBM showed RMSE=231.9 Wh,
MAE=119.6 Wh, R?=0.87.

= Study [3]: Optimised Random Forest achieved
RMSE=252.11 Wh, MAE=143.81, R?=0.720.

= Study [13]: Gradient Boosting achieved R?>=0.827,
RMSE=399.44, MAE=253.62.

Our models (Gradient Boosting for 2023 wvalidation,
stacking for 2024 prediction) significantly outperform these
benchmarks, achieving R>>0.99, MAE<79  Wh,
MAPE<0.9%, and RMSE<198 Wh, demonstrating notable
improvement for tropical regions with high meteorological
variability.

B. Climate Change Impact Assessment

The +1.3°C temperature anomaly observed in 2024
provides empirical evidence of climate change's effects on
tropical PV systems. Although such an anomaly can reduce
PV vyields by approximately 0.4-0.6% due to standard
temperature  coefficients, it has been successfully
incorporated into the forecasting framework. The model
predicts an annual decline in PV production of 5.3-5.5%
(273.9-274.6 MWh, compared to 289.9 MWh in 2023). Thus,
these phenomena reflect both direct thermal losses and the
indirect effects of changes in atmospheric conditions
influencing solar irradiance.

C. Model Selection for Operational Deployment

For the 2024 forecasts, ensemble methods were favoured
for their robustness in the face of limited data. Their
approaches reduce forecast variance through model diversity.
In addition, they improve the quantification of uncertainty for
risk assessment, thereby enhancing stability in the face of
unpredictable weather conditions.

V. CONCLUSION

This study demonstrated the superior performance of
advanced Machine Learning approaches, both individual and
ensemble, for forecasting PV production in a tropical
microgrid. Based on the Katsepy site in Mahajanga,
Madagascar, the results confirm that Gradient Boosting and
Stacking Regressor models are particularly well-suited to
tropical environments where data is scarce and resources are
limited.

A. Main Contributions

The main contributions of this work can be summarized as

follows:

i.  Rigorous Validation for 2023: The Gradient Boosting
model  achieved  the
highest accuracy
(RMSE = 197.47 Wh,
MAE = 78.42 Wh, R> >
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0.99, MAPE < 0.9%), significantly outperforming
comparable benchmarks in the literature.

ii.  Prospective Forecasting for 2024: The Stacking
Regressor demonstrated strong generalizability
(RMSE = 196.6 Wh, MAE = 77.7 Wh, R? > 0.99),
showing robustness in the face of climate variability.

iii.  Integration of Climate Impact: The integration of a
temperature anomaly of +1.3°C provided relevant
empirical information for adapting PV systems to
climate change in tropical regions.

iv.  Strategic Model Selection: The complementary use of
Gradient Boosting (for validation) and Stacking (for
operational forecasting) demonstrates an effective
balance between statistical accuracy and operational
robustness.

v.  Hybrid Framework Design: Combining 19 years of
PVGIS data with real temperature measurements
provides a flexible and reproducible approach. It also
has the advantage of being suitable for resource-
constrained tropical environments.

B. Implications and Potential Applications

The performance achieved (MAE <79 Wh, MAPE < 0.9%)
confirms the reliability of the forecasting framework
proposed for the Katsepy site. This solid foundation paves the
way for numerous future applications, but our research
focuses primarily on optimising energy management and
fault diagnosis in PV systems within microgrids. And that is
precisely the next step in this study.

C. Acknowledged Limitations

Several limitations must be considered to ensure rigorous
interpretation of the results, including:

i Site-Specific: The analysis was limited to the
Katsepy site, so applying the framework elsewhere
will require local recalibration.

ii. Temporal Resolution: The use of daily data limits
the accuracy of intraday forecasts, yet this is
essential for optimal real-time energy management.

iii. Simulated Production Data: The use of PVGIS
simulations excludes actual operational losses. To
obtain results closer to reality, future work will need
to incorporate field measurements, degradation and
the effects of fouling.

This research establishes a robust, scalable forecasting
framework explicitly validated for the Katsepy microgrid.
Furthermore, it contributes to sustainable energy
management in resource-limited tropical regions. The results
confirm that ensemble Machine Learning is a promising
approach for addressing operational challenges of isolated
microgrids, provided that future studies continue with a view
to its validation and deployment in real-world conditions.

While the model has demonstrated its full potential,
integrating Deep Learning Models (such as LSTM, CNN, and
others) investigated in several studies could improve these
results in terms of accuracy and robustness.
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