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Abstract: Deep learning has revolutionized the field of neural 

network models, offering limitless applications in various do- 

mains. This study focuses on Transfer Learning (TL), a technique 

leveraging pre-trained deep learning models trained on large 

datasets for image classification tasks. Specifically, this research 

explores the effectiveness of various transfer learning models in 

three medical image datasets: Alzheimer’s MRI images, Chest 

CT-Scan images, and Chest X-ray images. The main objective of 

this study is to assess and compare the performance of various TL 

models, including MobileNetV2, ResNet50, Xception, and 

InceptionV3, on the three medical image datasets. Additionally, a 

customized Convolutional Neural Network (CNN) model is 

developed to compare its performance against the pre-trained TL 

models. Each model was trained and evaluated on the three 

medical image datasets. The performance of the TL models was 

compared in terms of accuracy and training time. The results of 

this study revealed that ResNet50 consistently outperforms other 

TL models, demonstrating accurate predictions at the expense of 

longer training times. MobileNetV2 and InceptionV3 exhibit the 

fastest training times across all datasets, but they demonstrate 

poorer performance in certain datasets. The developed CNN 

model performs poorly in terms of accuracy and tends to overfit, 

indicating that creating a CNN model for medical image 

classification is not feasible in this study. The findings of this 

study offer valuable insights into the performance of TL models in 

medical image datasets. Researchers can utilize this information 

to make informed decisions when selecting TL models for medical 

imaging applications. Understanding the strengths and 

weaknesses of different TL models enhances the potential for 

accurate and efficient medical image classification. The insights 

gained from this study contribute to researchers’ understanding of 

selecting transfer learning models for medical imaging  
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applications, aiding in the advancement of medical image analysis 

and diagnosis. 

 
Keywords: Convolutional Neural Networks, Deep Learning, 

Medical Image Classification, Transfer Learning Models, 

ResNet50.  

I. INTRODUCTION 

In recent years, there has been a growing interest in 

medical image classification in the field of healthcare and 

biomedical research. Accurately classifying medical images 

is crucial for diagnosing and treating various diseases. 

Transfer learning, a technique that utilizes pre-trained deep 

neural networks to extract relevant features from images, has 

shown promise in addressing the challenges associated with 

medical image classification. While previous studies have 

explored transfer learning in specific medical image 

modalities, there is a lack of comprehensive comparative 

analysis across multiple modalities and a limited 

understanding of the impact of different convolutional neural 

network (CNN) architectures and training dataset sizes on 

model performance. This research study aims to bridge this 

gap by conducting a comprehensive comparative analysis of 

transfer learning models for medical image classification, 

specifically focusing on Alzheimer’s MRI, chest CT-scan, 

and chest X-ray images. The study aims to address several 

research questions, including the performance comparison of 

transfer learning models with a CNN model trained from 

scratch, the influence of different CNN architectures on 

transfer learning performance, and the impact of training 

dataset size on model performance. By addressing these 

research questions, this study significantly contributes to the 

existing literature by providing valuable insights into the 

optimal configuration for medical image classification tasks. 

It also enhances our understanding of the generalizability and 

robustness of transfer learning across different medical image 

datasets. Additionally, the findings of this study will have 

practical implications for the development of more accurate 

and efficient medical image classification systems, ultimately 

improving diagnostic accuracy and patient care in healthcare 

settings.  
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In conclusion, this comprehensive comparative study aims 

to advance the field of medical image classification by 

evaluating transfer learning models, comparing them to CNN 

models trained from scratch, and exploring the influence of 

CNN architectures and training dataset sizes. The results of 

this study provide valuable insights and recommendations for 

optimizing the performance of medical image classification 

systems, leading to improved healthcare outcomes. 

II.  LITERATURE REVIEW 

Transfer learning has revolutionized the field of medical 

image classification by enabling the utilization of pre-trained 

models to improve performance on specific tasks. This 

review synthesizes relevant literature on transfer learning in 

medical image classification, highlighting its effectiveness, 

previous comparative studies, and the gaps that the current 

research study aims to address. In a study published by [1], 

the paper highlighted the differences between the ImageNet 

dataset and the medical image datasets: 

1) During the processing of medical image datasets, the 

initial stage of training deep learning models involves 

analyzing specific regions within an image and utilizing local 

texture variances to detect abnormalities. To illustrate this, 

the study utilized retinal fundus photographs as a case study, 

where a fundus camera captures an image of the eye's retina. 

In this specific instance, as illustrated in Figure 1, the 

existence of small crimson 'spots' indicates the presence of 

microaneurysms and diabetic retinopathy. This was utilized 

in the study by [2]. This varies from datasets containing 

natural images like ImageNet, where the images generally 

exhibit a clear overall subject, as depicted in Figure 2. This 

concept was employed by [3] in their work.  

 
Figure 1. Illustrative Retinal Fundus Images from 

Medical Image Dataset 

 
Figure 2. Illustrative Images from the Image Net Dataset 

 

The study added that there is an open question on how 

much ImageNet feature reuse is helpful for these medical 

image classification problems. 

2) The number of images in ImageNet, which has roughly 

one million plus images, is significantly larger than the 

number of images in any medical images dataset, which is 

ranging from several thousand images to a couple hundred 

thousand. 

3) Lastly, medical images in a certain category have fewer 

classes than the standard ImageNet classification setup of 

1000 classes. The standard ImageNet architecture has a lot of 

parameters in its layers of the convolutional network. With 

that, the design of the models pre-trained in the ImageNet 

architecture is likely to be suboptimal when integrated into 

the medical setting. 

The study evaluated the performance of the deep learning 

models using standard architectures for natural images such 

as ImageNet and the non-standard but smaller and simpler 

models, on two large-scale medical imaging tasks, for which 

transfer learning is currently the norm. The study found the 

following: 

1) In all those cases, the application of transfer learning did 

not significantly help the performance. 

2) Smaller, simpler convolutional architectures performed 

comparably to standard Image NeT models. 

3) ImageNet performance was not predictive of medical 

performance. These conclusions also hold in the very small 

data regime. 

4) The use of pre-training the weights affected the hidden 

representations, but there was an issue with the model size, 

where the large, standard ImageNet models did not change 

significantly through the fine-tuning process. 

5) There were feature-independent benefits to pretraining. 

Reusing only the scaling of the pre-trained weights but not 

the features can lead to large gains in convergence speed. 

Transfer learning has been widely explored in the context 

of medical image classification tasks. [4] applied transfer 

learning to chest X-ray analysis, demonstrating the potential 

of deep learning algorithms in detecting abnormalities. They 

achieved performance comparable to expert radiologists by 

fine-tuning pre-trained models, such as Dense Net, on a 

large-scale dataset. However, their study focused solely on 

chest X-rays and did not compare different transfer learning 

models nor assess the impact of CNN architectures. 

In the realm of medical image analysis, a comprehensive 

survey on transfer learning was undertaken, as documented 

by [5]. This survey placed a particular emphasis on the 

utilization of transfer learning within semi-supervised and 

multi-instance learning contexts. Notably, the authors shed 

light on the advantageous aspects of employing transfer 

learning to harness knowledge derived from natural image 

datasets, thereby enhancing histopathological image 

classification endeavors. Although this survey furnished 

valuable perspectives, it was observed that the specific 

research inquiries involving the comparison of transfer 

learning models, the assessment of their performance 

vis-à-vis CNN models developed from the ground up, and the 

exploration of the effects stemming from various CNN 

architectures were not directly addressed within its purview.  

The significance of precise medical image segmentation 

using deep convolutional neural networks (CNNs) was 

explored by [6], who underscored the challenges inherent in 

this task. They also underscored the increasing achievements 

of deep neural models within this domain. In a divergent 

vein, the current investigation focuses on the assessment of 

transfer learning models within the realm of medical image 

classification.  
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This assessment is particularly targeted at Alzheimer’s 

MRI, chest CT-Scan, and chest X-ray images.  

While both studies share an interest in medical image 

analysis, they address different aspects and methodologies. 

[6] focuses on deep CNNs for segmentation, while the 

comparative study assesses transfer learning models for 

classification, emphasizing performance, efficiency, and 

potential improvements.  

Hossain et al. [7] found that lightweight CNN architectures 

were effective for developing pre-scanner mobile 

applications for Lyme disease. Notably, ResNet50 and 

EfficientNetB0 demonstrated strong diagnostic performance. 

These trained models facilitate transfer learning and support 

researchers and practitioners in building pre-scanners for 

Lyme disease. CNNs, particularly lightweight ones, show 

promise in enhancing Lyme disease diagnosis and 

management, offering valuable diagnostic support for 

non-expert practitioners. The study contributes by 

showcasing CNNs' potential and providing practical model 

selection recommendations for resource-limited settings. 

Zhang et al. [8] demonstrated promising results in steel 

surface defect recognition using transfer learning, 

particularly TL-ResNet50. The study showcased 

TL-ResNet50's superiority over other neural network models, 

indicating its practical potential for defect identification. The 

combination of the Adam optimizer and a learning rate decay 

strategy facilitated efficient model convergence. 

Additionally, the study validated CNN models' effectiveness 

and reliability in recognizing various defect types through an 

interpretable algorithm. Future research can explore 

TL-ResNet50's applicability in other domains and investigate 

different interpretability techniques for deeper insights into 

model predictions. This study contributes to the advancement 

of intelligent defect detection methods through transfer 

learning and deep learning models. 

In their empirical investigation, Kondaveeti and 

Edupuganti [9] conducted a thorough examination of skin 

lesion classification through the utilization of a customized 

ResNet50 model. The outcomes of their study yielded 

impressive results, revealing the model's proficiency in 

accurately identifying diverse categories of skin lesions. 

Additionally, the model demonstrated effective 

differentiation capabilities between malignant and benign 

lesions, as evidenced by its scores in weighted average 

precision and recall. These observations suggest that the 

proposed model holds the potential to function as a 

significant asset within clinical decision support systems, 

furnishing dermatologists with preliminary evaluations that 

can direct subsequent diagnostic protocols. 

In their investigation, Shah et al. [10] compiled a varied 

collection of skin lesion images from multiple origins and 

applied five Transfer Learning models. The primary goal was 

to determine the most precise model for categorizing 

Monkeypox skin lesions. Their discoveries highlighted 

MobileNetv2 as the leading performer, showcasing a notable 

level of accuracy. This model shows potential for the 

automated identification of Monkeypox outbreaks in areas 

where PCR tests are not readily available. 

In their study, Jaradat et al. [11] compared five pre-trained 

deep learning models for mpox detection, with MobileNetV2 

showing the highest classification performance. The results 

demonstrate the model's potential for accurate and efficient 

diagnosis, surpassing previous approaches in mpox image 

classification. 

Quian Xiang et al. [12] showcased the feasibility of 

employing lightweight neural networks, particularly the 

MobileNetV2 model, for fruit image classification in 

resource-constrained environments. Their method, 

combining transfer learning, accurately recognized fruit 

images while efficiently handling computational and storage 

constraints. Implementing this cost-effective approach in 

robotic fruit-picking systems can offer substantial advantages 

to fruit producers. 

In their research, Yilun Qin et al. [13] proposed a novel 

approach to identify moving loads in a vehicle-bridge system. 

Their method utilized continuous wavelet transform to create 

a time-frequency image from dynamic responses, forming a 

database for load identification. Transfer learning with a 

pre-trained MobileNetV2 model allowed establishing the 

mapping relationship between structural response and 

specific moving loads. This approach enabled successful load 

identification by inputting bridge responses into the 

established relationship. 

Numerical simulations were carried out to validate the 

proposed method's efficacy. The results showcased its 

exceptional accuracy in identifying vehicle weight and speed, 

along with its remarkable robustness. MobileNetV2 

outperformed other deep convolutional neural network 

models in terms of identification accuracy, training time, 

memory utilization, and speed. Particularly, the method 

demonstrated swift and accurate load identification, making 

it highly suitable for practical applications requiring efficient 

and precise load analysis. 

 Li et al. [14] undertook an investigation into the realm of 

transfer learning, with a focus on the evaluation of six 

commonly utilized convolutional neural network models. 

These models had been pre-trained on the ImageNet dataset. 

Within this range of models, MobileNetV2 was selected for 

further refinement efforts.  

The process involved the implementation of strategies 

such as data augmentation, careful selection of 

hyperparameters, methods to mitigate overfitting, and 

dynamic adjustments to the learning rate. These 

enhancements culminated in an advanced iteration of the 

MobileNetV2 model, which exhibited a noteworthy level of 

accuracy in classification. This accuracy was complemented 

by swift image detection capabilities and a compact model 

size.  

The experimental results distinctly underscored the 

superior performance of MobileNetV2 across multiple 

dimensions, particularly in terms of testing accuracy and 

detection speed. These findings aligned cohesively with the 

specified criteria for quality assessment within the production 

framework of Oudemansiella raphanipes.  

Patel and Chaware [15] introduced an innovative method 

for diabetic retinopathy detection and classification, 

leveraging transfer learning and fine-tuning the 

MobileNetV2 model. 
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 By adapting the pre-trained model to diabetic 

retinopathy's unique characteristics, the approach achieved 

remarkable improvements in accuracy. Rigorous evaluation 

of the Kaggle diabetic retinopathy dataset validated its 

effectiveness in accurately detecting and classifying the 

condition. These findings offer promising advancements in 

automated computational mechanisms for diabetic 

retinopathy, contributing to improved detection and 

assessment methods, with potential implications for 

blindness management and prevention. 

Synthesis 

The study published by [1] highlighted the differences 

between the ImageNet dataset and medical image datasets. 

Medical image datasets often require the analysis of specific 

regions within an image and the utilization of local texture 

variances to detect abnormalities. This differs from natural 

image datasets like ImageNet, which typically possess a 

distinct global subject. The study also raised questions about 

the helpfulness of ImageNet feature reuse in medical image 

classification problems due to the variations in dataset sizes 

and class categories. Furthermore, research by Hossain et al. 

[7] demonstrated that even lightweight CNN architectures 

can be effective for developing pre-scanner mobile 

applications for Lyme disease. Their findings showcased the 

notable performance of the ResNet50 architecture and the 

EfficientNetB0 model in diagnosing Lyme disease. These 

trained models enabled transfer learning and the development 

of pre-scanners for Lyme disease, offering valuable 

diagnostic support and potential for early detection. 

Transfer learning has also been explored in other medical 

image classification tasks. For example, [4] applied transfer 

learning to chest X-ray analysis, achieving performance 

comparable to expert radiologists. [10] and [11] focused on 

the detection of Monkeypox skin lesions, with MobileNetV2 

consistently demonstrating high accuracy. Other studies 

utilized transfer learning for fruit image classification [12], 

vehicle-bridge interaction system identification [13], and 

Oudemansiella raphanipes dataset classification [14], 

showcasing the effectiveness and practical applications of 

transfer learning in different domains. 

Compared to the existing literature, this research study 

significantly extends the current knowledge by conducting a 

comprehensive comparative analysis of transfer learning 

models for medical image classification. The study focuses 

on three distinct medical imaging modalities: Alzheimer’s 

MRI, chest CT-scan, and chest X-ray images. By considering 

multiple modalities, this study addresses the variations and 

challenges specific to each modality, providing a more 

holistic assessment of transfer learning models. It narrows 

down the scope to TL models specifically for medical image 

classification, comparing their performance and exploring 

the impact of CNN architectures and the scalability of TL 

models under varying dataset sizes. Furthermore, this study 

goes beyond previous researches by directly comparing 

transfer learning models with a CNN model trained from 

scratch. It aims to evaluate classification accuracy and 

training time to assess the advantages and limitations of 

transfer learning in medical image classification tasks. 

Additionally, the study explores the impact of different CNN 

architectures on the performance of transfer learning models, 

allowing for an in-depth analysis of the influence of model 

architecture on transfer learning effectiveness. Lastly, this 

research investigates the effect of training dataset size on the 

performance of transfer learning models and the CNN trained 

from scratch. By varying the dataset size, the study aims to 

explore the scalability and robustness of transfer learning 

models under different data availability scenarios. The 

existing literature provides valuable insights into transfer 

learning models in medical image classification, 

demonstrating their potential in various domains and 

highlighting the need for further research and refinement. 

The present study contributes to this knowledge by 

conducting a comprehensive analysis, comparing TL models' 

performance, and offering insights for model selection in 

medical imaging tasks. 

III. METHODS AND MATERIALS 

A. Research Design  

In this study, a comparative research design was adopted to 

assess and compare the performance of transfer learn- ing 

models for medical image classification. The research 

problems were addressed through a systematic evaluation of 

various transfer learning models and a CNN model trained 

from scratch. The study considered three medical imaging 

modalities: Alzheimer’s MRI, chest CT-scan, and chest 

X-ray images. 

B.  Data Collection 

The research study utilized publicly available datasets 

specific to each imaging modality. The Alzheimer’s MRI 

dataset comprised a collection of MRI scans from patients 

with Alzheimer’s disease and healthy controls. The chest 

CT-scan dataset consisted of CT scans of patients with 

various pulmonary conditions, and the chest X-ray dataset 

contained X- ray images of individuals with different 

respiratory conditions. The datasets were carefully curated to 

ensure data integrity and appropriate labels for classification 

tasks [7],[8], and [9]. The following are a few examples of the 

images contained within the medical datasets. 

 

Figure 3. Images from Alzheimer’s MRI Dataset 
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Figure 4. Images from Chest CT-Scan Dataset 

 

Figure 5. Images from Chest X-ray Dataset 

C.  Transfer Learning Models 

Multiple transfer learning models were evaluated in this 

study, including popular architectures such as MobileNetV2, 

ResNet50, Xception, and InceptionV3. These models were 

pre-trained on large-scale general image datasets, such as 

ImageNet, and fine-tuned on the specific medical image 

datasets. The layers of the pre-trained models were modified 

and connected to task-specific output layers for 

classification. 

D.  CNN Trained from Scratch 

To compare the performance of transfer learning models,  

CNN models were trained from scratch using the same 

architecture as the pre-trained models. The CNN models 

were initialized with random weights and optimized on the 

specific medical image datasets using appropriate training 

algorithms, such as stochastic gradient descent (SGD) or 

Adam. 

E.  Evaluation Metrics 

The performance of the transfer learning models and the 

CNN trained from scratch was assessed using standard 

evaluation metrics for classification tasks. These metrics 

included accuracy, precision, recall, F1-score, and support. 

Additionally, the training time required for each model was 

recorded to compare the efficiency of transfer learning versus 

training from scratch. 

IV. RESULTS AND DISCUSSION 

This comparative study aims to understand the effect of 

transfer learning models in medical image classification 

tasks. Deep learning algorithms and transfer learning models 

were utilized on the Intel Core i7 8th generation machine 

with Windows 10 operating system. Python with deep 

learning packages such as TensorFlow, Keras, and 

Scikit-learn were used in implementing different transfer 

learning models. 

In all the datasets used in this study, the performance of 

each model was measured by its accuracy and loss per epoch, 

which was set into 10 epochs as per researchers stated in the 

Methodology. The researchers analyzed all the model’s 

performances and evaluated them to determine the best 

transfer learning model that can be utilized for medical image 

classification problems.  

A.  Alzheimer’s MRI Dataset 

Figures 6 to 10 present the training performance of each 

model in the Alzheimer's MRI Dataset. From Figures 6 to 10, 

it can be observed that ResNet50 exhibited the highest 

performance during training, whereas the own CNN model 

showed the poorest performance, with no improvement in 

training accuracy across epochs. Both InceptionV3 and the 

own CNN model demonstrate signs of overfitting, as the 

training accuracy continues to improve with each epoch 

while the validation accuracy remains relatively stagnant. It 

is important to note that the model was trained for a set 

number of 10 epochs, and further training for additional 

epochs would likely yield significant improvements. 

Figures 11 to 15 display the Confusion Matrix of each 

model in the Alzheimer's MRI Dataset. 

 
Figure 6. Training and Validation Accuracy per Epoch of 

MobileNetV2 in Alzheimer’s MRI Dataset 
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Figure 7. Training and Validation Accuracy per Epoch of 

ResNet50 in Alzheimer’s MRI Dataset 

 
 

Figure 8. Training and Validation Accuracy per Epoch of 

Xception in Alzheimer’s MRI Dataset 

 
Figure 9. Training and Validation Accuracy per Epoch of 

InceptionV3 in Alzheimer’s MRI Dataset 

 

 
Figure 10. Training and Validation Accuracy per Epoch 

of Own CNN Model in Alzheimer’s MRI Dataset 

 

The subsequent matrices represent the Confusion Matrices 

derived from the Transfer Learning Models. 

 

 

 

 
Figure 11. Confusion Matrix of MobileNetV2 in 

Alzheimer’s MRI Dataset 

 
Figure 12. Confusion Matrix of ResNet50 in Alzheimer’s 

MRI Dataset 

 
 

Figure 13. Confusion Matrix of Xception in Alzheimer’s 

MRI Dataset 
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Figure 14. Confusion Matrix of InceptionV3 in 

Alzheimer’s MRI Dataset 

 
 

Figure 15. Confusion Matrix of Own CNN Model in 

Alzheimer’s MRI Dataset 

 

Using the Confusion Matrices, the study could easily 

visualize and assess that all models did not perform well with 

the use of transfer learning models. The models mostly 

captured the characteristics and features of the non-demented 

MRI images and not the other classes. However, transfer 

learning models performed better than the own CNN model, 

where the CNN model only got 37% accuracy in the test set. 

 

Table 1. Train and Test Accuracy in Alzheimer’s MRI 

Dataset 

Transfer 
Learning Model 

Training 
Time 

Train Set 
Accuracy  

Test Set 
Accuracy 

 

MobileNetV2 00:24:50 0.629060 0.541830  

ResNet50 01:16:43 0.584860 0.567631  

Xception 01:17:07 0.594139 0.579359  

InceptionV3 00:51:05 0.445421 0.385457  

Own Model 01:54:02 0.370696 0.350274  

 

Table I presents a comprehensive summary of the 

performance of different transfer learning models on the train 

set and test set, along with their respective training times. 

Among the evaluated models, Xception achieved the highest 

accuracy on the test set, reaching 57.9%. Following closely, 

ResNet50 attained an accuracy of 56.7%. Notably, the 

training duration for most models exceeded one hour, which 

can be attributed, in part, to the substantial number of images 

in the Alzheimer's MRI dataset. Specifically, the dataset 

comprised a total of 6400 images. 

Among the models assessed, MobileNetV2 exhibited the 

shortest training time, taking only 24 minutes, while 

InceptionV3 required 51 minutes to train. In comparison, the 

best-performing model, Xception, necessitated 1 hour and 16 

minutes to complete the training process. Consequently, 

although the transfer learning models yielded suboptimal 

results on the Alzheimer's MRI dataset, potential 

enhancements can be explored to improve their accuracy. 

B.  Chest CT-Scan Dataset 

In the Chest CT-Scan Dataset, the performance of each 

model when training is shown in the following figures: 

 
 

Figure 16. Training and Validation Accuracy per epoch 

of MobileNetV2 in CT-Scan Dataset 

 

 
Figure 17. Training and Validation Accuracy per epoch 

of ResNet50 in CT-Scan Dataset 

 
Figure 18. Training and Validation Accuracy per Epoch 

of Xception in CT-Scan Dataset 
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Figure 19. Training and Validation Accuracy per Epoch 

of InceptionV3 in CT- Scan Dataset 

 
 

Figure 20. Training and Validation Accuracy per epoch 

of Own CNN model in CT-Scan Dataset 

 

Based on Figures 16-20, ResNet50 and MobileNetV2 per- 

formed the best when training, while Xception and the own 

CNN model performed the worst, where the training 

accuracy has a large margin to the validation accuracy. 

Overfitting is also present in those models.  

Figures 21-25 display the Confusion Matrices for each 

model in the Chest CT-Scan dataset. These matrices provide 

insight into how accurately each model predicted the classes. 

Notably, ResNet50 achieved an impressive 99% accuracy for 

the normal class and a 65% accuracy for squamous cell 

carcinoma. 

 
Figure 21. Confusion Matrix of MobileNetV2 in Chest 

CT-Scan Dataset 

 

 
Figure 22. Confusion Matrix of ResNet50 in Chest 

CT-Scan Dataset 

 
 

Figure 23. Confusion Matrix of Xception in Chest 

CT-Scan Dataset 

 
 

Figure 24. Confusion Matrix of InceptionV3 in Chest 

CT-Scan Dataset 
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Figure 25. Confusion Matrix of Own CNN model in Chest 

CT-Scan Dataset 

 

The Confusion Matrices show how many did each model 

predicted right per class. The ResNet50 in particular, 

predicted the normal class and the images that are classified 

as squamous cell carcinoma with 99% and 65% accuracy 

respectively. 

TABLE II. Train and Test Accuracy  in  Chest  Ct-Scan  

Dataset 

Transfer 

Learning Model 
Training Time 

Train Set 

Accuracy  

Test  Set 

Accuracy 

MobileNetV2 0:03:18 0.6803 0.5905 

ResNet50 0:10:05 0.8091 0.6794 

Xception 0:10:19 0.5693 0.4571 

InceptionV3 0:06:15 0.6852 0.6063 

Own Model 0:14:18 0.2529 0.2857 

 

 Table II shows the overall summary of the train set and test 

set scores with each model’s time to train. 

 In the Chest CT-Scan dataset, ResNet50 performed the 

best with 67.9% accuracy, followed by InceptionV3 with 

60.6%. Unlike in the Alzheimer’s dataset, where it took the 

models more than 1 hour to train, the training in this dataset 

only takes from 3 minutes to 14 minutes. The reason for the 

time difference is the number of images that are being 

trained. The Chest CT-Scan dataset only contains a total of 

1000 images that are classified into four classes. The model 

with the fastest training time is the MobileNetV2 again, with 

only 3 minutes, followed by the Inception V3, with 6 

minutes. Overall, the transfer learning models performed just 

well in the Chest CT- Scan dataset. Other training factors can 

be changed to prevent the occurrence of overfitting. 

C.  Chest X-Ray Dataset 

The figures presented below depict the training 

performances of the models in the Chest X-ray Dataset.  

 
Figure 26. Training and Validation Accuracy per Epoch 

of MobileNetV2 in Chest X-ray Dataset 

 
 

Figure 27. Training and Validation Accuracy per Epoch 

of ResNet50 in Chest X-ray Dataset 

 

 
Figure 28. Training and Validation Accuracy per Epoch 

of Xception in Chest X-ray Dataset 

 
Figure 29. Training and Validation Accuracy per Epoch 

of InceptionV3 in Chest X-ray Dataset 
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Figure 30. Training and Validation Accuracy per Epoch 

of Own CNN model in Chest X-ray Dataset 

 

Figures 26 to 30 exhibit the notable performance of all 

Transfer learning models, displaying training and validation 

accuracies consistently surpassing 80% or higher. 

Conversely, the own CNN model exhibited inferior 

performance, displaying clear signs of overfitting as the 

validation accuracy remained stagnant from the second epoch 

onwards. 

Figures 31 to 35 illustrate the Confusion Matrix of each 

model in the Chest X-ray dataset. 

 
Figure 31. Confusion Matrix of MobileNetV2 in Chest 

X-ray Dataset 

 
Figure 32. Confusion Matrix of ResNet50 in Chest X-ray 

Dataset 

 
 

Figure 33. Confusion Matrix of Xception in Chest X-ray 

Dataset 

 
 

Figure 34. Confusion Matrix of InceptionV3 in Chest 

X-ray Dataset 

 
Figure 35. Confusion Matrix of Own CNN model in Chest 

X-ray Dataset 

The Confusion Matrices demonstrated the number of 

predicted right per class. All transfer learning models have a 

100% precision rate in the Covid class. In more 

straightforward terms, If any transfer learning model 

predicted an X-ray image to have Covid, it is 100% likely to 

be correct. MobileNetV2 performed the best in all classes. 
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Table III. Train and Test Accuracy in Covid X-Ray 

Dataset 

Transfer 

Learning Model 
Training Time 

Train Set 

Accuracy  

Test Set 

Accuracy 

MobileNetV2 0:01:49 0.8400 0.8788 

ResNet50 0:04:22 0.7650 0.6700 

Xception 0:04:14 0.7800 0.7879 

InceptionV3 0:02:45 0.6950 0.5303 

Own Model 0:05:14 0.4400 0.3939 
 

Table III shows the overall summary of the train set and 

test set scores with each model’s time to train. 

 In table III, the best performing model is the MobileNetV2 

with 87.9% accuracy, followed by Xception with 78.8%. The 

models only took a short amount of time to train since the 

Chest X-ray dataset only contains 317 images. The model 

with the fastest training time is the MobileNetV2, with only 1 

minute and 49 seconds, followed by the InceptionV3, with 2 

minutes and 45 seconds. The transfer learning models 

performed great in the Chest X-ray dataset, while the Own 

CNN model did poorly. The study evaluated the 

performance of different models in medical image 

classification using accuracy and loss over 10 epochs. In the 

Alzheimer's MRI dataset, ResNet50 performed the best, 

while the own CNN model showed poor performance with no 

improvement. Both InceptionV3 and the own CNN model 

exhibited signs of overfitting. Transfer learning models, 

particularly Xception, outperformed the own CNN model. In 

the Chest CT-scan dataset, ResNet50 and MobileNetV2 

performed well, while Xception and the own CNN model 

struggled. ResNet50 achieved impressive accuracy for the 

normal class and squamous cell carcinoma. ResNet50 also 

performed the best in the overall Chest CT-scan dataset, 

followed by InceptionV3. In the Chest X-ray dataset, all 

transfer learning models showed notable performance, with 

MobileNetV2 performing the best. ResNet50 consistently 

performed well across all datasets, and MobileNetV2 had the 

fastest training speed. The study recommends prioritizing 

transfer learning models, especially ResNet50, for medical 

image classification tasks. The research contributes to 

existing literature by conducting a comprehensive analysis of 

transfer learning models and highlights the need for further 

refinement in prediction biases, training epochs, and model 

architectures. 

V. CONCLUSION 

The research study addresses the gap in the existing 

literature by conducting a comparative analysis of transfer 

learning models specifically for Alzheimer’s MRI, Chest 

CT-scan, and Chest X-ray images. By evaluating different 

models, comparing them to a CNN trained from scratch, and 

investigating the impact of CNN architectures and training 

dataset sizes, this study aims to provide insights into selecting 

the most effective approach for medical image classification 

tasks. The findings provide significant insights into the 

performance and effectiveness of transfer learning models in 

the classification of medical image datasets. ResNet50 

emerged as the most consistent performer, achieving accurate 

scores across all datasets. However, it requires more training 

time compared to other models, as ResNet50 trained for more 

than 1 hour on the Alzheimer’s MRI dataset with 6400 

images. Regarding training efficiency, MobileNetV2 

demonstrated the fastest training speed, followed by 

InceptionV3. This held true across all three datasets, making 

them suitable for scenarios where training time is critical.  On 

the other hand, the researchers’ attempt to develop a custom 

CNN model from scratch yielded unsatisfactory results, 

consistently suffering from overfitting and limitations in 

generalization to unseen data. Therefore, the use of 

self-created CNN models is not recommended compared to 

transfer learning models. 

Based on these findings, it is recommended to prioritize 

the use of transfer learning models, particularly ResNet50, 

for classification tasks involving similar datasets. ResNet50’s 

consistency and accuracy make it a practical choice for re- 

searchers and practitioners. Additionally, the efficient 

training capabilities of MobileNetV2 and InceptionV3 make 

them suitable alternatives when time is a crucial 

consideration. In addition to the findings, an interesting trend 

was observed in the prediction behavior of the models across 

the Alzheimer’s MRI dataset and the Chest CT-scan dataset. 

The models consistently showed a bias towards predicting 

the ”normal” class, raising concerns about their ability to 

effectively identify and classify images with significant 

medical implications. Further investigation and fine-tuning 

are necessary to address this bias and enhance the models’ 

sensitivity toward detecting clinically relevant classes. 

Furthermore, the choice of the number of training epochs 

emerged as a crucial factor in model performance. This study 

used ten epochs for training, which yielded acceptable 

results. However, increasing the number of epochs can 

further enhance model performance, considering the 

trade-off between performance improvement and increased 

training time. In conclusion, this study emphasizes the 

importance of selecting appropriate pre-trained models for 

specific classification tasks. The findings provide valuable 

insights for researchers and practitioners, enabling them to 

make informed decisions about model choices. The study 

also sheds light on the performance and behavior of transfer 

learning models in medical image classification tasks, 

highlighting the need for further investigation into addressing 

prediction biases, optimizing training epochs, and fine-tuning 

model architectures. These considerations are crucial for 

enhancing the models’ diagnostic capabilities and their 

effective integration into real-world medical applications. 

IMPLICATIONS 

• Prioritizing Transfer Learning Models: The findings of 

this study highlight the superior performance and consistency 

of transfer learning models, particularly ResNet50, in the 

classification of medical image datasets. Researchers and 

practitioners should consider utilizing these pre-trained 

models as a practical choice for similar classification tasks 

due to their remarkable accuracy and consistency across 

datasets. 

• Training Efficiency: The study reveals that Mo- 

bileNetV2 and InceptionV3 exhibit faster training speeds 

compared to other models. These models can be valuable 

alternatives when time is a crucial consideration, allowing for 

efficient training without compromising performance. 
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• Caution Against Self-Created CNN Models: The 

researchers attempt to develop a custom CNN model from 

scratch yielded unsatisfactory results due to consistent 

overfitting. As a result, it is cautioned against using 

self-created CNN models, as they did not demonstrate 

competitive performance compared to transfer learning 

models. Researchers should prioritize utilizing pre-trained 

models for improved classification accuracy. 

• Addressing Prediction Biases: The analysis of the re- 

results revealed a bias in the prediction behavior of the 

models towards the ”normal” class, regardless of other 

classes associated with specific diagnoses or diseases. This 

raises concerns about the models’ ability to effectively 

identify and classify images with significant medical 

implications. Further investigation and fine-tuning are 

necessary to address this bias and enhance the models’ 

sensitivity toward detecting clinically relevant classes. 

• Optimizing Training Epochs: The choice of the number 

of training epochs emerged as another crucial factor in model 

performance. While the study used ten epochs for training, 

increasing the number of epochs can further enhance model 

performance. However, the trade-off between performance 

improvement and increased training time should be carefully 

considered in practical implementation. 

This study emphasizes the importance of selecting 

appropriate pre-trained models for specific medical image 

classification tasks. The findings provide valuable insights 

into the performance and feasibility of different models, 

guiding researchers and practitioners in making informed 

decisions. Further investigation is needed to address 

prediction biases, optimize training epochs, and fine-tune 

model architectures, ultimately enhancing the diagnostic 

capabilities of these models in real-world medical 

applications. 
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