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Abstract: The massive volume of data stored in computer files and databases is rapidly increasing. Users of these data, on the other hand, demand more complex information from databases. The video data have exponential growth towards accessing and storing. The vital problem associated to video data is efficient, qualitative and fast accessing. We talk about how video pictures are clustered. We assume video clips have been divided into shots, each of which is denoted by a collection of key frames. As a result, video clustering is limited to still key frame pictures. In amble database finding the qualified data set (clusters) is quite time-taking job. The video data mining relate to multi-lingual text, numeric, image, video, audio, graphical, temporal, relational and categorical data. It may be any kind of information medium that can be represented, processed, stored, fast accessing or summarization of clusters are required due to which significant frame-set is formed. Due to sampling error and test reliability in video, substantial changes of more than one frame are predicted. The goal of this article is to show how to employ a familiar and easy nonparametric statistical approach (chi-square) to select eligible data/frame sets for analysis. The chi-square model illustrated here is a straightforward, sensible, fast, reduce saddle, and easiest method. Skimming/Summarization and clipping technique are further enhanced by this technique along with video database maintenance technique from simple descriptors to a complex description schemes like spatial and temporal or high dimensional indexing.
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I. INTRODUCTION

Our ability to generate and gather data has been constantly increasing. Data is generated via the ubiquitous use of digital cameras, publications, and bar codes, in addition to the computerization of most corporate, scientific, and government interactions. Scannable text, picture platforms, satellite remote sensing technologies, and the World Wide Web have showered us with a massive quantity of data on the congregational side. The need for innovative approaches and automated technologies to help us turn this data into usable information and knowledge has grown even more essential as a result of this quick development.

It is impractical to treat a video clip as an enormous sequence of separate still photographs and examine each picture in video or multimedia since there are just too many pictures, and most adjacent images may be rather identical. It is preferable to approach each video clip as a collection of action and events in time and then temporarily split them into video shots in order to capture the storyline or event structure of a film.

A shot is a collection of frames or images in which the video material does not suddenly change from one frame to the next. Furthermore, the most illustrative frame in a video clip is assessed as the shot's key frame. In content-based image retrieval, each key frame may be analyzed utilizing image feature extraction and analysis methods. The key frame sequence will then be utilized to specify the order in which the events in the video clip will occur. As a result, in video processing and mining, the identification of shots and the extraction of crucial frames from video streams become critical jobs.

A technique for skimming digital audio and video data, where in the video data is sectioned into video segments and the audio data has been transcribed, is encompassed of the steps of choosing representative frames from each of the video segments. The illustrative frames are combined to form an assembled video sequence. Keywords delimited in the corresponding transcribed audio data are recognized and extracted. The extracted frames are assembled in to an audio track. The accumulated video sequence and audio track are output organized.

For such method of skimming [1,7-8] the key frame election and detection is a quite algorithmic Job. The statistical derivation is quite helpful for this processes/method. In the presented paper we suggest for nonparametric test for the election of the key frames over the video sequence.

Because the data does not have to fit into a normal distribution, nonparametric tests are also known as distribution free statistics. Nonparametric tests, in general, need less stringent data assumptions. Another benefit of utilizing these tests is that they can be used to examine both category and rank data.

Nonparametric tests use fewer assumptions and are applicable to a wider range of data types. The relationship between parametric tests and the statistical test conclusion should assist put nonparametric testing into situation with what we've studied. For instance, we have previously erudite about the binomial test for the simplest case of nominal data and Spearman’s Rho for correlation considering rank data for the purpose used the Chi-Square test. It is essential to note that still with metric data. If expectations are deficiently desecrated nonparametric tests are probable to be engaged.

II. LITERATURE REVIEW

Chi – Square and independent samples:

The chi-square(2)[2] test for nominal (categorical) data is one of the most commonly used statistical tests, and it has been used to an extensive variety of difficulties and troubles involving frequency data [5].
The content classifications must be autonomous and reciprocally restricted, which is the fundamental criteria of the ‘chi-square’ test. In that specific cluster [4] or data segment, the video data is notional data. The content groups are autonomous and reciprocally exclusive. So that cluster A is much diverse from cluster B.

The (χ²) formula:

The following is an instance of how the chi-square statistic is utilized in frequency of video data analysis. We want to know if the observed and obtained frequencies for a video data set relating to a video – cli̊p deviate significantly from the rates we expected to see. The chi-square test is used to make this decision. The chi-square value is calculated using the consequent regular equation.

\[ \chi^2 = \sum \left( \frac{(f_0-f_e)^2}{f_e} \right) \]

The (χ²) value above is resultant from the sum of the experimental values minus the conventional values squared \((f_0-f_e)^2\) divided by the predictable value \(f_e\). Clearly, if the actual values equivalent the predictable value, the \((2)\) value is zero, signifying that there is no disparity between what we saw and what we expected to see based on the \((2)\) distribution probabilities.

Expected values:

In the \((χ²)\) analysis, the predictable values can generally be consequent through one of three ways: through change (probability), through an a priori theory or hypothesis or through accessible data and research. The latter model, commonly referred to as an "empirical" model, is the one utilized to generate the predicted video data values in this case. Video data tends to fluctuate between average and actual due to differences in different standards.

To obtain the empirical expectancy approximation, one can average a large number of video data points; however, the numeral of points used to create the experimental anticipation approximations must be carefully considered, as averaging out a large number of data points can both rounded and disguise rapidly emerging “Actual” changes as opposed to large standard changes and major parameter shifts. However, the goal here is to detect statistically significant rate shifts in the categories of interest as they emerge quickly and reliably. By developing an empirical standard for analyzing and deciding on percentages objectively rather than subjectively.

One of the assumptions of \((χ²)\) is that no predictable category should be less than one. This is a significant point to consider when working with video data, because if we do not expect to see variance in video sequences by a specific video standard at all in observation, then the occurrence of variation to any degree is considerable not considering of sample size, matrix, or test statistic or level of implication used.

III. PROPOSED METHODOLOGY

Sample Size:

A suitably big sample is one of the key assumptions of \((χ²)\). When \((χ²)\) is applied to tiny samples, the probability of type II errors rises to intolerable levels [5]. With video data, sample size is seldom an issue because sample sizes are often big (more than 100), however clips that are encountered infrequently would clearly have lower testing frequencies. This criteria is appropriate to be relevant to the \((χ²)\) analysis of video data presented above, and data from the sample seven frame set findings may be corrected using corrective correction techniques.

Goodness of fit tests for a one categorical variable:

A. We is interested in determining chosen frame frequency from given video frame-set are significantly acceptable or not.

B. The 5-step approach to hypothesis testing

1. \(H_0\) : Numbers of Frames are acceptable(or suitable)

2. The implication level is 05.

3. Chi-square is the examination statistic.

\[ \chi^2 = \sum \left(\frac{(f_0-f_e)^2}{f_e}\right) \]

Figure 1. \(\chi^2\) Formula

4. The decision rule:
   
   If \(\chi^2\) from the test statistic is exterior the critical value, the variance is high and the null hypothesis is rejected.

5. Put on the decision rule for given one tail test.

\[ df = k-1 = 7-1=6 \rightarrow \chi^2 = 12.592 \]

Select \(H_0\) because 12.05 < 12.592.

Numbers of Frames are acceptable

Figure 2. \(\chi^2\) Calculated Value

IV. RESULT ANALYSIS
Table 1. Input data

<table>
<thead>
<tr>
<th>Frame</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occurrence Observed $f_o$</td>
<td>12</td>
<td>16</td>
<td>15</td>
<td>9</td>
<td>16</td>
<td>9</td>
<td>3</td>
<td>80</td>
</tr>
<tr>
<td>Occurrence Expected $f_e$</td>
<td>11.428571</td>
<td>11.428571</td>
<td>11.428571</td>
<td>11.428571</td>
<td>11.428571</td>
<td>11.428571</td>
<td>80 &gt;&gt; 80</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Frequency Calculation

<table>
<thead>
<tr>
<th>Frame</th>
<th>$f_o$</th>
<th>$f_e$</th>
<th>$f_o$-$f_e$</th>
<th>($f_o$-$f_e$)$^2$</th>
<th>($f_o$-$f_e$)$^2$/f_e</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>12</td>
<td>11.428571</td>
<td>0.5714286</td>
<td>0.3265306</td>
<td>0.0285714</td>
</tr>
<tr>
<td>B</td>
<td>16</td>
<td>11.428571</td>
<td>4.5714286</td>
<td>20.897959</td>
<td>1.8285715</td>
</tr>
<tr>
<td>C</td>
<td>15</td>
<td>11.428571</td>
<td>3.5714286</td>
<td>12.755102</td>
<td>1.1160714</td>
</tr>
<tr>
<td>D</td>
<td>9</td>
<td>11.428571</td>
<td>2.4285714</td>
<td>5.897959</td>
<td>0.5160714</td>
</tr>
<tr>
<td>E</td>
<td>16</td>
<td>11.428571</td>
<td>4.5714286</td>
<td>20.897959</td>
<td>1.8285715</td>
</tr>
<tr>
<td>F</td>
<td>9</td>
<td>11.428571</td>
<td>2.4285714</td>
<td>5.897959</td>
<td>0.5160714</td>
</tr>
<tr>
<td>G</td>
<td>3</td>
<td>11.428571</td>
<td>8.4285714</td>
<td>71.040816</td>
<td>6.2160714</td>
</tr>
</tbody>
</table>

$\chi^2 = 12.05000003$

Table 3. Descriptive Statements

$f_o$ is an experimental or experimental frequency of a video frame.

$f_e$ is an predictable frequency of a video frame. It should be $\geq 5$ when using the permanent chi-square allocation for a discrete problem.

Equal acceptance means $f_e = 80/7 = 11.4285714$

$k$ signifies the number of video frames.

Here $k-1$ degrees of freedom for a decency of fit difficulty.

Figure 3. Critical Value
V. CONCLUSION

The (χ²) technique is a rigorous, methodical, and non-arbitrary method for determining if video data differs considerably from a previously compiled frameset and the degree of that change. The proposed model, similar to the majority statistical models, is most helpful when vast volumes of data must be analyzed and summarized for significant choices to be made.
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