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Abstract: Driving while drowsy is a ubiquitous and extremely grave public health hazard that requires immediate consideration. Through studies in recent years, it has been proved that about 20 percent of all car accidents have occurred as a result of dozy driving. The main objective of new drowsiness detection systems is accurate doziness recognition. In this regard, the face is the most important part of the body as it sends a lot of essential information. The facial expressions of a drowsy driver include frequency of blinking and yawning. This paper proposes a model which detects the drivers’ awareness using video stills of the driver’s face and improves the tracking accuracy. Further, we introduce the auxiliary functionality of speed limit recommendations based on the driver’s present state of mind. The various facial features are evaluated to determine the drivers’ current state. By combining the features of the eyes and mouth, the driver is alerted with a fatigue warning and also suggested a safe speed limit. This system is very essential so as to prevent and hence reduce the number of fatal accidents that occur as a result of dozy driving saving a lot of lives and damage to property.
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I. INTRODUCTION

Drowsiness can be described as feeling unusually sleepy during the day. A person who is drowsy may tend to fall asleep at inappropriate times leading to embarrassing or unpleasant situations. Sleep deprivation, driving for long periods of time, and when circadian rhythms are low (early morning hours or mid-afternoon) are some of the factors that may cause a driver to be dozy [1]. Various aspects of the functioning of the human body that are hypercritical to driving safely such as reflexes, attentiveness and the processing of information are severely affected by drowsiness. In recent years, drowsiness and fatigue have become the main reasons for the increasing number of road accidents in India and the rest of the world [2]. This is backed by the fact that drivers’ performance deteriorates with escalated drowsiness.

The National Highways Authority of India conducted studies which show that 90% of the road accidents that occur are due to drowsiness especially in the late hours of the day [4]. The AAA Foundation for Traffic Safety in the United States, in its 2015 Drowsy Driving Fact Sheet found that from 2009 to 2015, the proportion of registered drivers that admitted to driving dozy (in the last 30 days) had stayed substantially constant, at about 30%. This study states that around 97% of American drivers believe it is slightly or absolutely offensive for anybody to drive when they are too sleepy to even keep their eyes open [5] - [6]. On the other hand, nearly 31.5 percent of all legal drivers admitted to having driven their vehicles when they were so exhausted that it was a struggle to keep their eyes open in the past month. A little over 22.3% of licensed drivers acknowledged the fact that they did this more than once, and about 3.5 percent of registered drivers admitted to doing this fairly regularly [3].

The eye-state information as processed by the existing systems is done by computing the percentages of regularity of eye closure, the eye closure itself and the duration of eye closure. The other systems join this data with facial expressions, yawning, and head-movement [8]. Alternatively, focusing on sleep monitoring, is Polysomnography (PSG) which is a system used for diagnosis of sleep disorders. PSG is built on biomedical multi-signal achievement and processing, for example: Electrocardiogram (ECG), Electroencephalogram (EEG), electrodermal response and breathing [12]. This is one of the most prevalent devices used for medical purposes since these biomedical indications offer critical data regarding the physical reaction during the various stages of slumber. Hence, quite a few of these biomedical signals are being projected as methods of gauging drowsiness recognition, the most commonly employed being respiration, EEGs [13] – [14] as well as ECGs. An Electrocardiogram is quite a weak signal and a car atmosphere is electromagnetically very noisy which makes detection of signals to be quite challenging. Heart rate variability (HRV) is used as an exhaustion gauge for sportpersons. The HRV obtained from the ECG is being used for determining sleep stages in Polysomnography [15]. Tracking accuracy has been a major challenge in most of the existing Drowsiness Detection Systems. Systems with auxiliary functionality are very few. Therefore, we aim to develop a system of high accuracy with an additional speed limit suggestion service based on the driver’s sentiment.

II. PROPOSED METHODOLOGY

Our proposed system for drowsiness recognition is based on variations in expressions seen on the faces of the drivers.

The system monitors the driver’s face using a camera that will clearly cover his/her entire face and processes the video images obtained in real-time so as to categorize the driver’s state of awareness as sleepy or awake [9].
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It further recommends a safe speed limit based on the driver’s current emotional state [7]. Our paper evaluates the capability of this upcoming system to alert the driver of the vehicle when the first symptoms of fatigue appear. Hence in a car environment, this is an extremely valuable system without any vulnerabilities as it provides timely warnings that ensure no loss of life.

III. IMPLEMENTATION

To facilitate high efficiency and accurate driver drowsiness system functionalities, it is divided into:

1. Dataset Collection
2. CNN Architecture
3. Face Detection in the image
4. Classification

A. Dataset Collection

The dataset used for this model is self-made. We came up with a script that captures the eye-states through the use of a camera and then proceeds to store it in the hard drive. This comprises the dataset. They are classified into labels namely ‘Open’ and ‘Closed’. The collected information was cleansed manually by filtering out the redundant images. The dataset consists of over 7000 photographs of people’s eyes as observed under various states of illumination. The final weights and model architecture file “models/cnnCat2.h5” have been attached after training the model on our dataset.

B. CNN Architecture

Convolutional Neural Networks (CNN) have been used to build this system. This is a special type of deep neural network which works amazingly well for the classification of the images taken. A CNN consists of 3 layers namely, an output layer, an input layer, and a hidden layer (having multiple layers). A filter that performs 2D matrix multiplication is used to execute a convolution operation on the layers and also the filter.

Following are the layers in the CNN model architecture:

1. Convolutional layer; 32 nodes, kernel size 3
2. Convolutional layer; 64 nodes, kernel size 3
3. Fully connected layer; 128 nodes

The last layer is a completely connected layer having 2 nodes. A rectified linear activation function (ReLU) is used in all the layers barring the output layer in which Softmax is used. CNN is mainly used for the process of Sentiment Analysis.

C. Face Detection in the image

The image has to be converted to grayscale format because the OpenCV algorithm for object recognition only accepts grey pictures as its input. Colour information is not required for detection of objects. In this method we are using the Haar Cascade Classifier to detect faces.

D. Classification

We are making use of the CNN classifier for calculating eye-states. Certain operations need to be performed to input the image into the model because it requires precise proportions to begin with. Firstly, the colour picture is converted into grayscale format by the use of r_eye=cv2.cvtColor(r_eye, cv2.COLOR_BGR2GRAY).

The picture is then resized to a size of 24*24 pixels using the command cv2.resize(r_eye, (24, 24)), since the model was trained on size 24*24-pixel pictures. Next, our data is normalized for better convergence using r_eye = r_eye/255 (All values are between 0-1). The proportions are expanded to feed into the classifier. Our model was then loaded using model= load_model(‘models/cnnCat2.h5’). Finally, the states of each of the eyes with our model are predicted with the command lpred = model.predict_classes(l_eye).

If value of lpred[0] = 1, it indicates that the eyes are open. If value of lpred[0] = 0 then, it indicates that the eyes are shut.

IV. FACE DETECTION AND RECOGNITION

ALGORITHMS

1: Divide dataset in N folds
2: for i = 1 to N
3: Use N-1 as validation set
4: Use the remaining as test set
5: Divide the validation set in N-1
6: for j = 1 to N – 1 do
7: Use N-2 to train the classifier
8: Use the remaining to evaluate the classifier
9: end for
10: Select the classifier with best AUC
11: Build the classifier selected with the validation set
12: Store the predictions in the test set
13: end for
14: Estimate the mean performance metrics in the test set

A. Haar Cascade Classifier

The Haar Cascade is an ML entity recognition algorithm used to identify objects in picture or film.

The 4 stages of this algorithm are:

1. Haar Feature Selection
2. Creation of Integral Images
3. Adaboost Training
4. Cascading Classifiers

Multiple positive pictures of faces and negative pictures without faces are needed by the algorithm to train the classifier for face detection. The features are later extracted from it [10].

A Haar feature studies adjoining rectangular regions at a particular position in a detection window. It then adds up the concentration of the individual pixels in each of these regions and computes the difference between these sums.

![Fig.2 Different features in a detection window](image-url)
Computations are accelerated using Integral Images. But among all the deliberate features, majority of them are inapt. For instance, take the images shown below. The upper row displays 2 suitable features. The first feature that is selected focuses on the property that areas around the eyes are mostly darker than the regions surrounding the nose and cheeks. The next selected character relies on the property that the bridge of the nose is lighter than the eyes. But the same windows applying on cheeks or any other area is irrelevant.

When a positive sample is rightly classified, a true positive occurs. When a negative sample is wrongly classified as positive, a false positive occurs. When a positive sample is wrongly classified as negative, a false negative occurs.

Each of the stages in the cascade must have a low false negative rate for it to perform well. If an object is wrongly labelled as negative, the classification is terminated. This error cannot be rectified. Each stage might have a high false positive rate nevertheless. The overall false positive rate can be reduced by appending more stages but this also reduces the overall true positive rate. A collection of positive and negative images is essential for cascade classifier training. A collection of positive pictures with the areas of interest stated to be used as positive samples has to be provided. Objects of interest can be labelled with bounding boxes using the Image Labeller. The Image Labeller produces a table that can be used for positive samples. One must in addition provide a collection of negative pictures by means of which the function produces negative samples routinely. The total number of stages, character type, and other function arguments has to be declared in order to achieve sustainable detector accuracy.

B. LBPH Face Reorganization

The Local Binary Patterns Histogram algorithm is extensively employed in facial recognition systems because of its computational straightforwardness and discriminatory control.

Following are the steps that must be carried out to accomplish this:

1. Creation of the Dataset
2. Face Acquisition
3. Feature Extraction
4. Classification

Consider an image having dimensions N x M. We then go on to divide it into squares of m x m dimension for each region.
The local binary operator is employed for each one of the regions. The LBP operator is demarcated in a window of dimensions 3x3.

\[
LBP(x_c, y_c) = \sum_{p=0}^{p-1} 2^p s(i_p - i_c)
\]

In the above formula, '(Xc, Yc)' is the central pixel which has an intensity of 'Ic'. The intensity of the adjacent pixel is 'In'.

Any pixel is equated to its 8 nearest pixels by making use of the median pixel value as the threshold. Shown below is the function being used:

\[
s(x) = \begin{cases} 
1, & x \geq 0 \\
0, & x < 0 
\end{cases}
\]

The value of an adjoining pixel is set as 1 if it is more than or the same as the central value. Else it is set to 0. Consequently, a whole of 8 binary values are obtained from the 8 adjacent pixels. We get an 8-bit binary number on combining these values. This is converted to a decimal number for our ease of use. The obtained decimal number is called the pixel LBP value. It ranges from 0-255.

![Fig.7 Pixel LBP value](image1)

It was later observed that a fixed neighborhood failed in encoding details that are changing in scale. The algorithm was upgraded to enable it to use varying values of radius and neighbors. It is then called a circular LBP.

![Fig.8 Circular LBP](image2)

Aligning a random number of neighboring pixels on a circle with a variable radius is the predominant idea. This enables the following neighborhoods to be captured.

![Fig.9 The neighbors aligned in a circle](image3)

The location of the neighboring pixel (Xp,Yp), p belonging to P, for a given point (Xc,Yc) can be calculated using the formula:

\[
\begin{align*}
x_p &= x_c + R \cos \left( \frac{2\pi p}{P} \right) \\
y_p &= y_c - R \sin \left( \frac{2\pi p}{P} \right)
\end{align*}
\]

Here, P denotes the total number of sample points and R denotes the radius of the circle.

If and when a point on the circle doesn’t parallel the image coordinates, it gets interpolated by bilinear interpolation

\[
f(x, y) \approx [1 - x x] \begin{bmatrix} f(0,0) & f(0,1) \\
f(1,0) & f(1,1) \end{bmatrix} [1 - y]
\]

The LBP operator is resistant to monotonic gray scale transformations.

![Fig.10 Gray scale transformations](image4)

Once the LBP value is produced, the number of comparable LBP values in the area are counted and a histogram of the region is created. After a histogram is created for each area, a final histogram is created by combining each of the histograms. This is called the feature vector of the image.

![Fig.11 Generation of histogram](image5)

Now, the histograms of the test picture and the pictures in the database are compared and the picture with the most comparable histogram is returned. The Euclidean distance is computed by comparing the features in the dataset with the test picture features. The smallest distance between the test picture and original picture gives us the matching rate.

\[
d(a, b) = \sqrt{\sum_{i=1}^{n} |a_i - b_i|^2}
\]
The ID of a picture in the database is displayed if the test picture has been identified.

Fig.12 Output of the LBPH algorithm

V. EXPERIMENTAL RESULTS

The developed model was trained with a predefined dataset. An accuracy of around 80 to 90 percent was achieved. Video stills were taken for training purposes.

<table>
<thead>
<tr>
<th>Accuracy, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>72.45</td>
</tr>
<tr>
<td>80.12</td>
</tr>
<tr>
<td>75.26</td>
</tr>
<tr>
<td>81.39</td>
</tr>
<tr>
<td>88.01</td>
</tr>
</tbody>
</table>

Fig.13 The video stills captured for training

Once the images were used for the training, real-time video stills of the driver are captured by the camera to observe the mental state of the driver. If the driver is drowsy an alarm is triggered. A safe speed limit is also recommended periodically depending on the driver’s mood.

Fig.14 Detection of drowsiness followed by activation of the alarm

Fig.15 Speed limit recommendations based on driver’s sentiment

The table below displays the performance analysis of various algorithms. The Haar Cascade algorithm provides the highest recognition rate of 95%.

<table>
<thead>
<tr>
<th>ALGORITHM</th>
<th>LDA</th>
<th>PCA</th>
<th>SVM with binary</th>
<th>CAMSHIFT</th>
<th>HAAR-CASCADE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RECOGNITION RATE</td>
<td>89%</td>
<td>88%</td>
<td>91.2%</td>
<td>93%</td>
<td>95%</td>
</tr>
</tbody>
</table>

Fig.16 shows the graphical representation of performance analysis of various algorithms.[16]
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Fig. 16 Performance analysis of various algorithms

Fig. 17 Epoch vs Accuracy in the emotion training period

Fig. 18 Epoch vs Loss in the emotion training period

VI. CONCLUSION

An algorithm for monitoring the driver’s state of alertness has been put forth grounded on the examination of changing face features. The classification results are improved by the drowsiness detection algorithm through means of reducing the number of false positives owing to variations in measured eye blink rate which is related not to the drowsiness but to the body language or speech. In addition to this, the model also recommends a safe speed limit based on the driver’s present emotional state. All these features together make it an incredibly versatile system. This algorithm is therefore extremely well equipped and invaluable in preventing any accidents and loss of life that may occur when people are driving dozy.
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